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V

Over the last decade, simulation and design computation have become synonymous with the pursuit of building 
performance and integrated environmental design. The rapid acceleration of computing power, through the 
continued development of hardware, software, and web-based applications, allows architects and urban 
designers broad access to tools that can aid the design process in new ways. With this expanded capacity 
comes a blurring of disciplinary boundaries, as simulation-based decision support unites stakeholders from 
various fields. In many ways, this increased collaboration between disciplines has made the building industry 
more amenable to reiteration, optimization, and integration across a range of performance considerations - 
from energy to form generation, fabrication, human comfort, and behavior. Like any significant change in an 
applied field, this transformation in computational capacity has resulted in a disruption to the status quo and 
has opened the doors to a broad array of new performance considerations and generative design methods. 

The 10th annual Symposium on Simulation for Architecture and Urban Design (SimAUD) unites researchers and 
practitioners in the fields of architecture, urban design, urban planning, building science, software development, 
and data science. With a special emphasis on methods that bridge disciplinary gaps, SimAUD 2019 crosses 
human, building, and urban scales to offer an exciting lineup of research – both theoretical and applied. 
In addition to our original research contributions, this year’s program includes four keynote speakers from 
academic and mixed professional backgrounds:  Dennis Shelden from Georgia Tech, Billie Faircloth from Kieren 
Timberlake, Stefano Schiavon from UC Berkley, and Dana Cupkova from Carnegie Mellon and Epiphyte Lab. 

In 2019, we are delighted to celebrate the 10th Anniversary of SimAUD at Georgia Tech in Atlanta.  As organizer 
for this year’s edition, we are humbled by the opportunity to unite prominent academic and industry 
professionals with students and emerging researchers in what we hope will be a truly memorable event.  
This year’s symposium presents novel research contributions in topics ranging from experiential climates to 
retrofitting analysis, data in mixed realities, designing urban futures, mediums of indoor comfort, simulating 
people, performative structures, robots that make, design decision models and geometric explorations. 

To complement our program with a more hands-on opportunity for learning and sharing, SimAUD 2019 continues 
the 2017 trend of offering pre-conference workshops. This year’s program includes 8 workshops that cover 
topics ranging from fabrication to optimization and virtual assembly information modelling. We are proud to 
support our growing community and provide structured opportunities for dissemination between academic, 
industry, and design professionals.

SimAUD 2019 is made possible by a large team of committed volunteers, who have worked diligently over the 
last 10 months to organize and manage this year’s event. We would like to recognize and thank our Scientific 
Chairs: Carlos Cerezo Davila, Dimitris Papanikolaou and Tea Zakula for structuring and managing our rigorous 
peer-review process and committing many hours to the planning of this event. We would also like to thank 
the 2019 Scientific Committee for their time and thoughtful review of more than 90 submissions.  Their 
commitment to this community ensures that we maintain the high standards we have all come to associate 
with SimAUD proceedings.  We are also tremendously grateful for the record support and guidance of our 
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sponsors:  Autodesk, the U.S. Department of Energy through NREL and IBPSA US, KPF, the University of Oregon 
College of Design, EDSL, cove.tool, and IES.  SimAUD is run in partnership with the Society for Modeling & 
Simulation International (SCS). We would like to thank Oletha Darensburg and Carmen Ramirez for helping 
us to organize and manage the conference. We would also like to extend our gratitude to Kristi Connelly 
and Holly Meyers from Omnipress for developing the 2019 proceedings. Furthermore, we are indebted to the 
faculty, staff, and students of Georgia Tech’s College of Design for offering their space, enthusiasm, and support 
for this year’s event.  We offer a special thanks to Scott Marble for his treasured support from the School of 
Architecture, as well as Carmen Wagster and Isra Hassan for their valuable contributions to the conference 
logistics and planning

Finally, we would like to extend our sincere gratitude to all the authors who submitted a paper or workshop 
proposal to SimAUD 2019.   As our symposium grows more and more competitive each year, we are grateful 
for the breadth and depth of scholarly contributions to this conference.  We value your trust in our community 
with the review, dissemination, and publication of your research. As we look forward to 2020 and beyond, we 
are confident in the continued growth and impact of SimAUD.  Thanks to all of you who continue to push us 
forward into exciting new frontiers for research and application in the built environment.

Siobhan Rockcastle
General Chair, SimAUD 2019 
Assistant Professor, University of Oregon

Tarek Rakha
Program Chair, SimAUD 2019
Assistant Professor, Georgia Tech

All accepted papers will be published in the ACM Digital Library at the SpringSim Archive. 
Sponsored by The Society for Modeling and Simulation International.
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Dana Cupkova is a Co-founder and a Design Director of EPIPHYTE Lab, an interdisciplinary architectural design 
and research collaborative. She currently holds Assistant Professorship at Carnegie Mellon University’s School 
of Architecture and serves as a graduate program Track Chair for the Master of Science in Sustainable Design 
(MSSD). She has been a member of the ACADIA Board of Directors since 2014-2018, and currently serves on the 
Editorial Board of The International Journal of Architectural Computing (IJAC). 

EPIPHYTE Lab is a design practice immersed in interdisciplinary research, testing material behaviors and design 
processes that directly engage the inevitable computerization of our environment, and provoke a series of 
critical questions about the overlaps between technology, environment and perception. Dana’s designs explore 
the built environment at the intersection of ecology, computational processes, and systems analysis. In her 
research, she interrogates the relationship between design-space and ecology as it engages computational 
methods, thermodynamic processes, and experimentation with geometrically-driven performance logics. Her 
design work has been published internationally and presented at many academic conferences. In May 2018 
Epiphyte Lab received the Next Progressives design practice award by ARCHITECT Magazine, The Journal of 
The American Institute of Architects.

Abstract:
Energy has both empirical and perceptual qualities. Dana’s talk focuses on role of form in architecture to 
propose design strategies related to energy usage. Operating under the premise that complex geometries can be 
used to improve both the aesthetic and thermodynamic performance of passive heating and cooling systems, 
this line of inquiry tests the figuration of surfaces as primary actuators of heat transfer in thermal mass.  The 
intention is to instrumentalize  principles that offer a wider range of design tactics in the choreography of 
thermal gradients between buildings and their environment, while  mitigating  overuse of mechanical systems 
in buildings by offering insights into shape-making.

Dana Cupkova
Lecture Title: Shape Matters

Keynote Speakers
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Billie  Faircloth is a practicing architect, educator, and Partner at KieranTimberlake, where she leads 
transdisciplinary research, design, and problem-solving processes across fields including environmental 
management, urban ecology, chemical physics, materials science, and architecture. She fosters collaboration 
between trades, academies, and industries in order to define a relevant problem-solving boundary for the built 
environment. Billie has published and lectured internationally on themes including research methods for a 
trans-disciplinary and trans-scalar design practices; the production of new knowledge on materials, climate, 
and thermodynamic phenomena through the design of novel methods, tools and workflows; and the history of 
plastics in architecture to demonstrate how architecture’s ‘posture’ towards trans-disciplinary practices and 
new knowledge has changed over time.

Abstract:
For more than a decade, KieranTimberlake has leveraged computation and simulation as a means to bridge 
gaps in architectural knowledge. As a transdisciplinary practice with individuals from fields as diverse as 
urban ecology, chemical physics, architecture, and sculpture, the firm’s models have become the means 
to explore design opportunities at the interface of disciplines and socialize knowledge normally bound to a 
single discipline. The firm’s modeling process is as much technical as it is social: It requires firm members to 
productively grapple with questions surrounding acceptable data sources, data coarseness and granularity, 
and levels of knowledge abstraction—simultaneously through the lens of multiple disciplines. KieranTimberlake 
Partner and Research Director Billie Faircloth will dissect examples of her firm’s models and share insights 
from ten years of pursuing a transdisciplinary modeling practice. 

Billie Faircloth
Lecture Title: “Wait, What?”
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Stefano  Schiavon,  PhD, is Associate Professor of Architecture at UC Berkeley and Associate Director of 
CEDR. Stefano’s research is focused on finding ways to reduce energy consumption in buildings and, at the 
same time, increase occupant health, well-being and productivity. Stefano works on thermal comfort, radiant 
systems, occupant satisfaction, underfloor air distribution (UFAD), air movement, personal comfort systems 
and models, LEED, energy simulation and statistical modeling. At the University of Padova he received a PhD in 
Energy Engineering, and a MS in Mechanical Engineering. He has been a visiting scholar at Tsinghua University 
and DTU. He received the 2010 REHVA Young Scientist Award and 2013 ASHRAE Ralph Nevins Award

Abstract:
We spend most of our time in built spaces that substantially affect our health and well-being and the built 
environment has a large influence on climate change, mainly due to the energy we use to keep acceptable 
levels of indoor comfort. In this presentation, I will show that we are still systematically measuring high 
thermal dissatisfaction, even in green and high performance buildings, and that the thermal comfort models 
that we use for designing buildings have low prediction accuracy. How can we enhance occupant satisfaction 
without increasing our environmental impact? Personal comfort systems are individually controlled micro-
environmental systems that improve thermal comfort to suit the needs of occupant. Personal comfort model 
is a new approach to thermal comfort modeling that predicts individuals’ thermal comfort responses, instead 
of the average response of a large population and it can be applied to any HVAC system.  Personal comfort 
systems and models have the potential to increase comfort and reduce energy use.

Stefano Schiavon
Lecture Title: The Future of Thermal Comfort 

 in a Warming Climate
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Abstract:
The past two decades have marked a proliferation of modeling and simulation capabilities in architecture, 
engineering and construction (AEC), enabling radical advances in efficiencies of production, expanded 
geometries, improved simulation capabilities, and cross process data exchange and collaboration. These 
advances provide the base capabilities for an emerging set of next generation advances, driven by the 
development of large scale, integrated digital-physical (“Cyber-Physical”) systems, connecting the built 
environment to simulation and analytics in real time over cloud and IoT technologies. New research agendas 
that integrate information sciences, systems and sensing with traditional built systems design and engineering 
to support the development of scalable intelligent Cyber-Physical systems will be among the central drivers 
of next generation of the building industry. This presentation will focus on specific technical, organizational 
and cultural advances supporting the expansion of the AEC agenda into the design, delivery and operation of 
intelligent building systems and environments.
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Sun and Wind: Integrated Environmental Performance 
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Tallinn, Estonia 

francesco.deluca@taltech.ee 

ABSTRACT 
Solar access and pedestrian wind are important factors for 
the design of comfortable dwellings and livable urban areas. 
At the same time they influence the shape and image of 
cities. Daylight is the most appreciated source of building 
interiors illumination. Urban wind can significantly increase 
the discomfort of pedestrians for its mechanical action 
around buildings. In Estonia the daylight standard regulates 
access to sun light. Different pedestrian wind comfort criteria 
exist. This paper presents a research work which analyzes the 
performance of direct solar access according the Estonian 
daylight standard and pedestrian wind comfort according the 
Lawson criteria of 27 building cluster variations in the city 
of Tallinn. A method which integrates different building and 
urban performance analysis is developed. Results show 
different optimal patterns for each environmental 
performance, though significant trade-offs are found, and 
critical periods of the year for pedestrian wind comfort.   
Author Keywords 
Urban Design; Daylight; Solar Access; Wind Comfort; 
Environmental Analysis; Performance-driven Design. 
ACM Classification Keywords 
I.6 SIMULATION AND MODELING - Applications; J.5
ARTS AND HUMANITIES – Architecture; J.6

1 INTRODUCTION 
Building interiors access to sun light constitutes an important 
factor for the shape of the urban environment. The renowned 
urban grid of the city of Barcelona, made of squared blocks 
to be occupied only on two opposite sides with orientations 
NE-SW or NW-SE, has been designed to favor solar access 
and ventilation in the dwellings [3]. Also the image of New 
York has been strongly influenced by the requirement of the 
New York Zoning Resolution of 1916 that made designers 
chose the characteristic terraced shape for the skyscrapers to 
permit sun light access to lower floors [22]. 

In the same way as sun light also wind influenced the urban 
layout of cities in history. The shape and streets pattern of 
the fortified center of Korčula in Croatia protects from 

northerly cold winter winds and let the summer winds from 
east and west pass through and cool the buildings [10]. The 
plan of the city of Washington designed by Pierre L’Enfant 
in 1791 presents wide street axis that convey cooler air to 
city center from green belts and from the Potomac River 
through prevailing southerly breezes [2].  

After having been undervalued for many decades, in recent 
years natural light has become increasingly important for 
energy saving and comfort concerns. Daylight is the most 
appreciated source of illumination of interiors of buildings 
for its capacity to penetrate the floor plan, render the objects 
with their true colors and create contrast between interior 
surfaces improving architectural quality [17]. Access to sun 
light improves not only the comfort of building occupants 
but also their physiological well-being through normally 
entrained circadian rhythms [15].    

Contemporary cities alter climate at mesoscale and 
microscale. Even groups of few buildings can modify the 
physical environment related to solar radiation, temperature 
and wind flow, influencing urban comfort and quality of life. 
Urban wind alteration can be uncomfortable when it 
increases speed and generates eddies and gusts due to effects 
such as downwash and channeling [8]. Urban winds can 
cause high discomfort in the cold season due to lower 
perceived temperatures and in extreme cases the mechanical 
effect of increased wind speed can cause casualties [12].  

Daylight regulations exist to guarantee the healthiness and 
comfort of dwellings and working environments. Solar 
access is regulated in Estonia by the standard “Daylight in 
Dwellings and Offices” [6]. It requires that in new dwellings 
at least one room receives 2.5 hours of direct sun light every 
day between 22nd of April to 22nd of August. 

Different wind comfort criteria exist [9]. Some consider a 
single wind speed threshold and different frequencies of 
occurrence, others are mainly based on different wind 
velocity thresholds. The Lawson comfort criteria is based on 
pedestrian activities, wind threshold values for each activity 
and probabilities of exceedance [13]. 

SimAUD 2019 April 07-09 Atlanta, Georgia 
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Different studies investigate the relation of urban 
morphology, wind profiles and solar access. Straight streets 
and parallel buildings facilitate air flows whereas narrow 
street and staggered buildings reduce wind velocity [20]. 
Studies conducted for latitude 48° show that linear buildings 
with different orientations receive larger direct solar 
radiation than block buildings. Open blocks favor ventilation 
of internal areas and L-shaped buildings protect pedestrian 
from strong winds [16]. Solar radiation, surface temperature 
and wind simulations conducted on different building 
patterns in the city of Zürich during warm season show that 
aligned blocks morphology cause smaller air temperature 
than line and court building morphologies [1]. Nevertheless 
are still scarce the research works about the integration of 
building and urban performance in northern Europe. 

Architects and planners are urged to improve the 
performance of buildings and urban environments for 
comfort of dwellers. The present study investigates 
residential building patterns in the urban environment for 
direct solar access according the Estonian daylight standard 
and for pedestrian wind comfort in the city of Tallinn. Since 
in Estonia is not present a wind comfort regulation, for this 
study is used the LDDC variant of the Lawson comfort 
criteria that is the industry standard for mechanical wind 
comfort assessments for new developments [14].  
2 METHODS 
The study is conducted through the parametric model of a 
cluster of buildings located in the city of Tallinn, Estonia 
(Lat. 59°26’N Lon. 24°45’E). Different variations are 
generated and for each one sun light hours analysis and wind 
velocity analysis through Computational Fluid Dynamics 
(CFD) are performed. The results of the first analysis are 
used to assess compliance of the different building cluster 
variations with the direct solar access requirement of the 
Estonian daylight standard. The results of the second 
analysis are used to assess pedestrian wind comfort of the 
areas around and between the buildings of each cluster.  

For the study the software Grasshopper for Rhinoceros [18] 
is used to build the parametric model of the building clusters 
and the surrounding urban environment, to automate sun 
light hours analysis and wind comfort assessment using the 
plug-in Ladybug Tools [11] and to build the parametric 
model to perform CFD simulations with the validated 
software OpenFOAM [19] using the plug-in Swift [21]. 

 
Figure 1. The area and the lot (in red) used for the study. 

2.1 Urban Area 
The empty lot used for the study is located in the city of 
Tallinn, in the Soviet era quarter of Lasnamäe (Figure 1). The 
area is populated mostly by panel housing buildings about 
29m in height, malls and warehouses about 12m in height. 
On the northern edge of the area a quarter of family houses 
of 2 floors begins. The reason to choose this location is that 
in recent years different in-fill developments are in progress.  

2.2 Building Clusters 
For the study 3 types of building cluster pattern are used: 
grid, staggered and irregular (Figure 2). All of the 9 buildings 
of the cluster are 18m in height and have the same footprint 
size of 36m x 12m except the staggered pattern that presents 
2 smaller buildings with footprint size 12m x 12m for a total 
of 10. For the staggered pattern one building is split in two 
parts to keep the building density consistent with the others. 
The building size and patterns selected are common 
typologies for new developments in Tallinn. 

The lot is 180m x 126m in size. For the 3 cluster buildings 3 
incremental distances and 3 orientations are used for a total 
of 27 variations used in the study. The distances used for the 
grid pattern are 12m, 18m and 24m (small, medium, large). 
For the staggered pattern the same distances are used except 
for the two smaller buildings that are located at 9m, 12m and 
12m from the closer one for the three variations. The 
distances between the buildings of the irregular pattern vary 
from 9m to 27m, increasing for the 3 variations. The 
distances from the lot limit vary inversely from 24m to 12m 
for all the pattern types. Building density FAR value is 1.03, 
ratio between building footprints and plot area is 0.17. 

Figure 2. The three building cluster patterns used in the study: grid (left); staggered (center); irregular (right). Plan diagrams of building 
cluster patterns are presented in the wind flows and velocity plots of Figure 5 and in the wind comfort maps of Figure 7.   
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The 3 orientation variations of the building clusters are 0°, 
45° and 90° clockwise using the long side of the lot aligned 
east-west for the 0°. All the 27 variations are used to evaluate 
building and urban performance of direct solar access and 
pedestrian wind comfort of the pattern types, distances 
between buildings and orientations. 

2.3 Direct Solar Access Analysis 
For the assessment of direct solar access performance of the 
different building cluster variations in relation to the 
Estonian daylight standard requirement an algorithm 
composed of four main parts is realized. It is based on 
computational methods for the assessment of façade solar 
access performance developed by recent research [4, 5].    

The first part of the algorithm generates the analysis grid on 
the building facades. The building models are polysurfaces 
or meshes. The algorithm extracts the vertical faces and 
subdivides them in grid of cells 3m x 3m in size, the standard 
floor to floor distance for residential buildings. The 
algorithm generates as well wall thickness to take into 
account a dead angle of 10° as required by the standard.  

The second part of the algorithm uses an off-the-shelf 
component of the plug-in Ladybug Tools to generate the sun 
path for the city of Tallinn and the sun positions for the 
required period from 22nd of April to 22nd of August. For the 
analysis a time step of 2 is used, determining in this way the 
sun positions every 30 minutes and the relative sun vectors.  

A second off-the-shelf component calculates the quantity of 
sun light hours, and portion of hours, that each façade grid 
cell receives during the analysis period, using the sun vectors 
(Figure 3). The shading context used in the calculations are 
the cluster and existing buildings. The output of the sun light 
hours analysis is a list of 4172 0s and 1s for each cell 
indicating when the sun is not or is visible during daytime.   

The fourth part of the algorithm subdivides the list of 4172 
results in 123 day durations, computes if each cell receives 
every day at least 2.5 sun light hours and calculates the total 
façade ratio fulfilling the requirement (Figure 3). Finally the 
algorithm automates the solar access analysis of all the 27 
cluster variations selecting automatically all the possible 
combinations of pattern type, buildings distance and 
orientations.     

2.4 Wind Analysis 
For the assessment of pedestrian wind comfort of the areas 
around and between the cluster buildings, wind velocities are 
obtained through CFD simulations using the validated 
software OpenFOAM for each of the cluster variations. The 
simulations are performed following recommendations of 
best practices [7] and the methods used by the plug-in Swift 
to build the computational domain and the parametric model 
for CFD simulations in Grasshopper. 

The computational domain mesh, built almost entirely by 
hexahedral cells, has dimensions 1328m x 1328m x 288m 
(Figure 4). Buildings in the range of 500m are modeled. The 
height of the domain is 10h (being h the height of the tallest 
modeled building) to allow considerable distance between 
the roofs and the top of the computational domain in order to 
avoid air acceleration above the buildings. The squared 
domain has the same extensions in the flow direction of 
about 20h. The considerable upstream length (northerly) 
permits flow establishment and the downstream length 
(southward), that best practices recommend of a minimum of 
15h, permits redevelopment of flows in the wake region.  

 
Figure 4. The domain used for CFD simulations. In the center the 
area of interest characterized by a highly refined mesh surrounded 
by context buildings for which a larger refinement mesh is used.  

 

Figure 3. Sun light hours analysis (left) and computation of façade portions fulfilling the Estonian daylight standard (right) for the building 
cluster type irregular, distance small and orientation 0°.  
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The mesh of the computational domain is built using cells of 
16m and is refined in areas where higher accuracy is needed 
to guarantee adequate quality of results. The context 
buildings refinement level is 2, which reduces the cells size 
around the existing buildings to 4m, the area of interest 
refinement level is 3, which reduces the cells size around the 
cluster buildings to 2m and the refinement level of the cluster 
plot is 4, which generates cells of 1m in size for the cluster 
ground, where the highest accuracy is needed. 

After the construction of the computational domain mesh 16 
CFD simulations are run through the Virtual Wind Tunnel 
(VWT), a cylindrical domain mesh extension that the plug-

in Swift builds around the main domain. This way the 
domain meshing process is performed only one time for all 
the wind directions. The 16 CFD simulation directions, one 
every 22.5° clockwise starting from north (0°), guarantee an 
adequate level of accuracy to account for the diversity of 
wind patterns in an urban environment during long period of 
analysis such as a month or the entire year.   

For all the CFD simulations is used a fixed velocity of 5m/s. 
The value of roughness length of the terrain used is the one 
for urban areas Z0=1. The obtained wind velocities from the 
16 directions are finally probed on a grid of 1872 cells 3m x 
3m in size placed at 1.5m from the ground (Figure 5). 

Figure 5. Plots of the wind flows and velocities for the cluster buildings of the pattern type irregular, distance medium and orientation 0° of 
8 out of 16 CFD simulation directions obtained with fixed velocity 5 m/s at the inflow boundary of the domain. 
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2.5 Wind Comfort Assessment 
The LDDC variant of the Lawson comfort criteria used for 
this study through a specific component of the environmental 
design plug-in Ladybug Tools presents 5 categories of wind 
comfort (Table 1). Each category presents a different wind 
velocity threshold and all the categories consider the same 
probability of exceedance.  

Each category is indicated by the criteria for a specific type 
of pedestrian activity. The probability of exceedance used by 
the criteria for all the comfort activities is 5% to account for 
infrequent occurrences of wind velocities. The LDDC 
Lawson pedestrian comfort criteria presents as well wind 
danger criteria characterized by different categories. For the 
present study only the wind comfort criteria is used.    

Category Comfort activity Threshold Wind 
Velocity (m/s) 

1 Sitting 4 

2 Standing 6 

3 Walking 8 

4 Business 
walking/Cycling 10 

5 Uncomfortable for 
all activities >10 

Table 1. Categories and wind thresholds of the LDDC Lawson 
pedestrian comfort criteria. 

Category 1 is suitable for areas such as parks with benches, 
restaurants and cafes terraces. Category 2 is indicated for 
building entrances, playgrounds and bus stops. Areas 
belonging to category 3 can be used for street sidewalks, 
window shops and paths. Category 4 areas are not suitable 
for quiet and leisure pedestrian activities such as those 
already mentioned but can be used only for fast walking or 
cycling. Category 5 is uncomfortable for all types of 
pedestrian activities. 

Wind factors are generated by dividing the 16 wind 
velocities obtained for each of the 1872 points of the grid of 
the area of interest for each building cluster variation through 
CFD simulation with the meteorological wind speed at 
reference height of the Tallinn weather data. Consequently 
the component uses the wind factors and the hourly values of 
wind velocity and direction from the weather data to 
determine one wind velocity for each point of the grid and 
the relative comfort category.  

The comfort category value of each grid cell is used to 
generate pedestrian comfort maps color coded on the basis 
of the 5 categories of the LDDC variant of the Lawson 
comfort criteria (Figure 7). Finally a script developed by the 
author is used to compute the ratio of the quantity of cells for 
each category and to determine a single comfort performance 
value for each building cluster variation. 

3 RESULTS 
Results of the study are presented for direct solar access and 
pedestrian wind comfort for all the 27 building cluster 
variations and performance are analyzed. The solar access 
performance is the total buildings façade ratio fulfilling the 
Estonian daylight standard requirement of 2.5 hours of daily 
direct sun light between 22nd of April and 22nd of August.  

The pedestrian wind comfort assessments are performed for 
the entire year and for two months with opposite conditions, 
March and July. In Tallinn March is the windiest month and 
one of the coldest of the year (Figure 6). The discomfort due 
to wind mechanical action is significantly increased by the 
thermal discomfort due to wind chill effect. July is one of the 
months with the least wind velocity and the warmest of the 
year. Though in July temperatures do not constitute harm it 
is of interest include this analysis period in the study.  

The acronyms of the 27 variations use the cluster type names 
grid (G), staggered (S) and irregular (I), the building 
distances small (S), medium (M) and large (L) and the 
orientations 0° (0), 45° (45) and 90° (90).  
3.1 Direct Solar Access 
The performance of direct solar access range from 54.7% for 
variation GS0 to 85.7% for variation GL45 (Figure 8). The 
cluster type with the highest solar access is G with 5 more 
performative variations out of 9 comparing 3 for I and 1 for 
S. The largest difference between same variation of different 
cluster types is that between GL90 and IL90 having the first 
9% more of total façade area fulfilling the requirement.  

As expected variations with building distance L have better 
performance, second M and last S. The difference of 
performance is larger between variations of type G, being the 
largest 31.4% between variations GL90 (more performative) 
and GS90. For the cluster type S the largest difference is 
27.1% between variations SL90 and SS90. For cluster type I 
differences are smaller being 14.3% between variations IL0 
and IS0 the largest.  The orientation of buildings has a 
significant effect on solar access. For 8 out of 9 variations 
the orientation 45 has the best performance (as there is no 
façade exposed toward north) comparing 1 for 90 and none 
for 0. The largest increment per cluster type are 28.5% 
between GL45 and GL0, 26.9% between SL45 and SL0 and 
22.7% between IL45 and IL0. 

A small flaw of the presented comparisons is due to the 
slightly larger total façade area of the staggered type. 
Nevertheless this do not influence significantly the results. 

Figure 6. Monthly averages of wind velocity and temperature for 
the city of Tallinn. 
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3.2 Pedestrian Wind Comfort 
Wind comfort assessment is done using grids of 1872 
squared cells 3m in size for the 27 building cluster variations. 
As already discussed, assessments are performed for the 
entire year and for the months of March and July.   

For each variation a comfort map is generated using the 5 
categories of the LDDC Lawson criteria and the grid area 
ratio of each category is calculated (Figure 7). For the entire 
year all the 27 variations have significantly larger area ratios 
of LDDC Lawson categories 1 and 2, and smaller areas of 
category 3 (Figure 7). For the month of March due to higher 
wind velocities, comparing the entire year all the 27 
variations have smaller areas of LDDC Lawson category 1 
and 2, significantly larger areas of category 3, present small 
areas of category 4 and in few variations also very small 
areas of category 5. The only two LDDC Lawson categories 
for the month of July are 1 and 2 due to very low wind 
velocities during this period (Figure 7).  

For the entire year patterns performance are assessed through 
a wind comfort level (WCL) bare number obtained 
multiplying the area ratio of each category by a factor (Table 
2), to decrease the comfort level of variations with stronger 
wind odds. The highest possible WCL is 100 (all area cat. 1). 

Category 1 2 3 4 5 

Multip. factor 1 0.5 0.33 0.25 -1 

Table 2. Factors for pedestrian wind comfort comparisons. 

For the month of March cluster patterns performance are 
assessed through the ratio of plot areas of LDDC Lawson 
criteria category 1, to guarantee maximum comfort against 
strong and cold winds. For the month of July category 2 is 
used because being the warmest of the year faster breezes 
decrease potential thermal discomfort. For the assessments 
higher area ratio indicates better performance. 

Figure 7. Wind comfort maps for variations LGM0 (left) and LSL45 (right) for the entire year (top), March (middle) and July (bottom). 
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For the entire year wind comfort levels (WCL) range from 
63 to 76.3 for variations GL45 and IL90 respectively (Figure 
8). The most performative patterns are S and I. Evidence 
show no significant difference among building distances. 
Most performative orientation is 0 (Table 3).  

For the analysis period of March plot area ratios of LDDC 
Lawson criteria category 1 range from 9.6% to 31% of 
variations SM45 and IS90 respectively (Figure 8). The most 
performative pattern is I and building distance is S. Most 
performative orientations are 0 and 90 (Table 3). 

For the analysis period of July the plot area ratios of category 
2 range from 16.7% to 36.6% of variations IL90 and SL45 
respectively (Figure 8). Evidence show no significant 
difference among patterns. The most performative distances 
are M and L and orientation is 45 (Table 3). 

 Pattern Build. Dist. Orientation 
 G S I S M L 0 45 90 

All year - 4 5 3 4 2 6 - 3 
March 1 3 5 6 2 1 5 - 4 

July 2 4 3 1 4 4 3 5 1 

Table 3. Number of more performative variations (max. 9). 

3.3 Integrated Performance Results 
For the entire year integrated results show no optimal 
solution for both performance of direct solar access and 
pedestrian wind comfort. Nevertheless evidence show that 
best trade-offs exist (Figure 8). These are relative to building 
clusters of all the three patterns, size L and orientation 90°. 
Patterns SM0 and  IM0 are significant trade-offs as well.  

Also for the analysis period of March integrated performance 
results show there is no optimal pattern for both the analyzed 
environmental performance, though trade-offs exist. 
Evidence show that best trade-offs for the analysis periods of 
entire year and month of March are consistent, inasmuch for 
the latter all the patterns size M and L, and orientation 90 
present the best balance of performance (Figure 8). 

For the month of July, though an optimal solution is not 
present, evidence clearly identify best trade-offs with 
orientation 45 and size L for all the cluster patterns and for 
variation SM45 (Figure 8). The difference of best trade-off 
orientations between all year and March, and July is due to 
similar prevailing wind directions for the first two periods. 

Considering the analysis periods entire year, being the most 
inclusive, and March, being the most critical for urban 
comfort in Tallinn, integrated performance results indicate 
the building cluster distance Large, orientation 90° and all 
the patterns Grid, Staggered and Irregular as those with the 
best trade-off performance. Significant trade-offs are also 
those of the same patterns and orientation with distance 
Medium. These finding suggest that for the analyzed location 
and building cluster, distance and orientations are more 
important characteristics than pattern layout.  

4 CONCLUSIONS 
The presented study analyzes direct solar access and 
pedestrian wind comfort performance of building clusters 
located in an urban environment in the city of Tallinn, 
Estonia. The aim is twofold. On one side develop a method 
for the integration of different building and urban 
performance analysis. On the other investigate optimal 
cluster configurations or best trade-offs. The performance 
benchmarks used in the study are the direct solar access 

Figure 8. Integrated direct solar access and pedestrian wind 
comfort results for the 27 building cluster variations. 
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requirement of the Estonian daylight standard and the LDDC 
variant of the Lawson pedestrian wind comfort criteria. 

A parametric model is realized to generate 27 building 
cluster variations different for pattern, distances and 
orientation, to perform sun light hours analysis and compute 
façade performance, to run CFD simulations and compute 
pedestrian wind comfort. The realization of a single 
parametric model has proven an efficient method to integrate 
building and urban performance investigations. The method 
will be developed in a tool to be used by designers to improve 
the comfort of buildings and livability of urban open spaces. 

Results show that for solar access the building cluster type 
Grid with largest distance between buildings and orientation 
45° is the most performative. For pedestrian wind comfort 
during the entire year and the month of March patterns 
Staggered and Irregular with orientations 0° and 90° are the 
most performative, whereas for July patterns Grid and 
Staggered with orientation 45° perform better. Evidence 
show that though optimal solutions are not present, best 
trade-offs are found for all three cluster patterns with 
distance Medium and Large and orientation 90°. These 
findings are actionable insights to be used by designers to 
increase the comfort of new residential areas in Tallinn.      

Results show also critical discomfort during March, during 
which plot areas are suitable only for fast walking or 
uncomfortable for all activity types, underlining the 
importance of wind comfort analysis to conveniently locate 
building entrances, paths and playgrounds. The study will be 
used to raise Estonian government’s awareness of the 
adoption of wind comfort regulations for new developments. 
Future work is to perform the investigations using a larger 
number of building patterns located in different areas of the 
city and integrating urban thermal comfort analysis. 
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ABSTRACT 
Within the bounds of climate change, it is legitimate to 
expect that buildings will be developed to mitigate and adapt 
to environmental transitions. In this context, façades are 
essential as they are not the only determinants in reducing 
energy demand, but could increase the livability of indoor 
and outdoor spaces. Being that there are several simulation 
tools which allow indoor comfort simulation, and a few that 
enable outdoor comfort simulation, it is rare to find tools that 
allow simulation of both. Filling this particular gap, the 
present research develops a Ladybug Tools based digital 
workflow, which simultaneously accounts for the indoor and 
outdoor thermal and visual effects of façade designs. Once 
created, the workflow is tested and calibrated against indoor 
and outdoor Mean Radiant Temperature and Illuminance 
measurements, via the use of a test room equipped with 
sensors. It is concluded that the workflow is a reliable tool 
for the design of façades intended as a dual climate giver, for 
both the indoor and the outdoor. 
Author Keywords 
Climate change, urban design, façade, test room, indoor 
comfort, outdoor comfort, mean radiant temperature, 
illuminance, Ladybug Tools 

1 INTRODUCTION 
Cities are being densified with a rate that is proportioned 
with population growth. It is estimated that since 2016, 
54,5% of the world’s population lives in urban areas. For 
2050 it is estimated this percentage will increase up to 60%. 
Climate change is happening because of higher levels of 
emissions, increasing CO2 levels and greenhouse gases in 
the atmosphere [1]. This makes it imperative to focus on 
microclimate design in order to raise people's health and 
wellbeing [2]. 

Because of this fast-paced climate change, the architectural 
guild is gradually shifting its interest into the impact of 
architectural design on outdoor thermal comfort. Enhancing 
the health and well-being of citizens, reducing heat and cold 

stress, and prolonging periods of comfort in outdoor spaces, 
are among the new focuses on design. This is sustained by a 
few investigations have shown the potential of design 
towards altering the local microclimate [3]. More 
specifically, previous literature has shown that façades 
characteristics can influence the way heat and light are 
absorbed and reflected or re-emitted towards the outdoor [4]. 
Other researches discuss the influence of façades on the 
outdoor daylighting environment [5].  

The façade is thus a primary element that thermally and 
visually connects or establishes bounding flows between the 
outdoor and in the indoor environment. Designing to 
optimize the thermal comfort in both the indoor and the 
outdoor could be a crucial role, and the façade could be 
intended as a dual climate giver. However, following the 
several studies affirming that people spend more than 90% 
of their time indoors [6], most of the research in the field has 
primarily focused on the internal comfort as the only issue to 
address via design (the control of interior thermal comfort 
gained a certain attention from the 1930s) [7] and it keeps its 
central role [8, 9]. 

There is certainly a lack of research regarding the impact of 
facades toward the outdoor climatic and visual conditions 
[10]. It is thus a rare finding to encounter in literature the 
concept of a façade as a climate giver for both indoor and 
outdoor [11, 12]. The current research focuses on facilitating 
the design of temperate outdoor climates ensuring that 
people will spend more time outside their offices and houses 
[13]. The focus is thus on create a digital workflow that 
allows for the design of façades that are intelligently 
supporting the orchestration of indoor and outdoor thermal 
and visual qualities. More in detail, the present research 
assembles a series of Ladybug Tools scripts in a 
comprehensive digital workflow that allows testing façade 
solutions effects on the indoor and the outdoor and compare 
it against real-life measurements. 
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2 BACKGROUND 
In recent years, interest in outdoor thermal comfort 
continued to rise, and the demand for passive, comfortable 
urban microclimates increased alongside global city growth 
[14]. The need for simulating and mapping these 
microclimates has also increased [15]. While the building 
simulation field possesses several tools and methods for 
evaluating indoor comfort to high spatial and temporal 
resolutions, there is a need for comprehensive methods for 
evaluating outdoor comfort to the same degree of accuracy 
[16]. As outdoor thermal fluxes are considerably diverse 
spatially and temporally, determine outdoor comfort in urban 
environments with various surface conformations is still a 
challenge.  

The definition of the surrounding surfaces properties, solid 
angle proportions, and the measurement of short and 
longwave radiation fluxes reaching the human body are the 
main calculation issues. Some modelling tools try to solve 
such complexity. Previous research [17,18, 19] has discussed 
those that could be used by designers: CitySim-Pro, ENVI-
met, Autodesk Thermal CFD, Grasshopper plug-ins 
Ladybug Tools. When referring to the modelling of façade 
implication toward the outdoor and the indoor, most of these 
tools are disconnected and could not be coupled. Recently 
Ladybug Tools [20] has introduced workflows that allows 
the simulation of outdoor physical conditions, thus becoming 
a set of designer-friendly tools that potentially allows for a 
comprehensive analysis of both indoor and outdoor qualities 
[21]. Ladybug Tools allows the use of different simulation 
engines and their dynamic coupling. 

At the time of writing two gaps are found that could be 
addressed by the current research. The first is that a complete 
script that iteratively and dynamically allows the modelling 
of the thermal and visual comfort implications of the design 
of façades, for both indoor and outdoor, has not been 
assembled yet. There are separate scripts for indoor and 
outdoor Mean Radiant Temperature, but these are not 
coupled when targeting the design of facades. As well, 
indoor and outdoor illuminance studies are conducted 
separately. The research thus aims at filling such gaps by 
creating a user-friendly parametric workflow that aids the 
design of façade intended as an external and internal climate 
giver.  

The second gap is that the Ladybug Tools workflow for 
outdoor comfort has not yet been validated against a set of 
outdoor thermal and light measurements. Being that the 
workflow developed in the paper is novel by coupling indoor 
and outdoor, it is essential to validate it. Whereas the indoor 
calculation is made with validated engines invoked by 
Ladybug Tools, the customised and complex combination of 
several engines and scripts used by Ladybug Tools for the 
outdoor comfort calculation is not validated yet. It is thus 
critical to verify simulated data against measured ones. 
Working with test rooms and physical sensors allows the 
calibration and preliminary validation of the workflow. 

3 METHODOLOGY 
A three-phase approach is established. The first phase 
consists of measuring indoor and outdoor thermal and 
daylight parameters on a dedicated test room. The second 
phase is the creation of the “Façade thermal and visual, 
indoor and outdoor” Ladybug Tools based simulation 
workflow. This is achieved by assembling and customising 
existing scripts. The third phase consists of comparing the 
scripts against the measured data and perform a preliminary 
validation. In the discussion the outcomes of the three phases 
are reviewed showcasing the capabilities of the script when 
applied to the design of façades intended as outdoor and 
indoor climate givers.  
3.1 Setting up the Test Room 
The test room used for this research is located within the 
campus of the Royal Danish Academy of Fine Arts (KADK) 
(Figure 1). Data were recorded between the 20th and the 23rd 
of September 2018. The dimensions of the test room are 
5,5x2,7x7,9 meters, and the façade faces south-east (Figures 
2, 3). The measuring tools are placed as if follows: one inside 
at point A, and one outside at point B (Table 1). The location 
of points resembles the position of a person in the room 
operating close to the façade and of someone being on the 
outside in the proximity of the façade.  

 

 

    Figure 1. Campus and test room location in red.  

 

 
    Figure 2. A view from the test room (on the left) and a view of 
the balcony (on the right). 
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    Figure 3. Test room and testing points. 

 

 Tool Type A B Unit 

1 Kimo Black 
Ball 
Thermometer 

Sensor x x Mean radiant 
temperature 

2 HOBO U12-
U21 

Data Logger x x Dry Bulb 
Temperature, 
Relative 
humidity, 
Light intensity 

3 HOBO 
SLIB-M003 

Silicon 
pyranometer 
3m cable 

x x Solar 
radiation 

4 HOBO S-
WSB-M003 

Sensor 

 

 x Wind Speed 

    Table 1. Tools used for measurements. 

 

 
    Figure 4. Point A, indoor measuring tools. For explanations 
refer to Table 1. 

 

 
    Figure 5. Point B, outdoor measuring tools. For explanations 
refer to Table 1. 

3.2 Simulation Workflow 
The simulation process comprises daylighting and thermal 
scripts for indoor and outdoor. These are associated with two 
types of input geometry: one that is geometrically accurate 
for daylighting modelling, and one simplified in thermal 
zones for thermal modelling. Both models are 
comprehensive of the campus context. The campus is 
modelled in order to account for light reflections and shading 
(Figure 6). The campus is also included in the thermal model 
so that outdoor short and longwave radiation could be 
accounted for. All the surrounding buildings, free-standing 
surfaces and the ground temperature are thus calculated. 
Both simulations are performed based on a customised 
weather file created with the use of local data collected by a 
weather station located on the KADK campus.  

 

 

 

    Figure 6. Building and surrounding model including reflectance 
values of surfaces.  
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3.3 Indoor Thermal Model Characterization 
The script described in Figure 6 runs a daylighting 
simulation which used to calculate hourly illuminance values 
in point A and point B. It was developed customising 
Honeybee to account for both outdoor and indoor 
illuminance values (lux). Honeybee supports detailed 
daylighting modelling based on Radiance. The script starts 
with the modelling of geometry (1), and its characterisation 
using “Radiance Opaque Material” or “Radiance Glass 
Material” (figure 8). Honeybee readable objects are created 
by using “Create HBSurfaces” component. Following 
Simulation Grid and Parameters are set (2), and the 
simulation is performed by connecting all geometries, grid 
surface and the analysis recipe into the component 
“Honeybee_Run Daylight Simulation” (3).  

 

 
 
    Figure 7. Daylighting Script; 1. Building Geometry and create 
Honeybee surfaces; 2. Import EPW file and set the Analysis Period, 
3. Run the Simulation, 4. Visualise the Results 

 

 
 
    Figure 8. Reflectance values for each material. 

 

3.4 Indoor Thermal Model Characterization 
The thermal script outlined in Figure 10 runs an EnergyPlus 
multizone energy modelling commanded by Honeybee in 
order to calculate MRT value at point A. The building is 
subdivided into thermal zones (Figure 9) by using the 
“Mass2Zone” component (1). The creates weather file is 
imported by using the “Open EPW+Stat Ladybug” 
component (3). Specific period is analysed with the Analysis 
Period component (4) and connecting inputs. The solving of 
adjacent geometries and material characterization is possible 
with the “solveAdjc” and “setEPZoneConstruct” 
components (5). The context is processed through 
“HB_EPContextSrf”, with Rhino imported geometries (6). 
The simulations results are commanded with “Generate EP 
Output” (7) and the “Honeybee Run Energy Simulation” 
components. The simulation report “readEPResult” (9) is 
visualized with the “Quick Graph” component. 

 

    Figure 9. The thermal model of the building and the test room 
used for the thermal analysis. 
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    Figure 10. Thermal Script: 1. Building geometry, 2. 
Custom material, 3. Import EPW file, 4. Analysis period, 5. Set EP 
zone construction, 6. Context geometry, 7. Set the simulation 
output, 8. Run simulation, 9. Analysis report, 10. Visualise result 

 

 

 
    Figure 11. Mockup room geometry with U values of the walls 
and the window g-value. 

 

 

3.5 Outdoor Mean Radiant Temperature 
The purpose of this script is to estimate the Mean Radiant 
Temperature of point B corresponding to the outdoor globe 
thermometer [21]. The Ladybug and Honeybee calculation 
of outdoor MRT is based on a specific component defined by 
Mackey as “hybrid”. MRT is simulated by first computing a 
first longwave MRT based on surface temperatures 
calculated with the EnergyPlus simulation engine. The view 
factors of every surface are calculated with the ray-tracing 
capabilities of the Rhino 3D modelling engine. The 
temperature of each building surface viewed from the face of 
the target point B is calculated as a weighted temperature, 
where the weight is defined by how much surrounding 
surfaces are viewed by the face of a given point. The outdoor 
calculation takes into account the sky temperature and the 
consequent longwave loss to the sky. The calculated 
longwave MRT is then adjusted to account for shortwave 
solar radiation that falls on people using the SolarCal model, 
which is a part of ASHRAE-55 thermal comfort standard. 

The script (Figure 13) runs a multi-zone energy modelling 
with Honeybee, using EnergyPlus as a software engine. Only 
the geometries which have a significant view factor 
calculated from point B are included in the MRT calculation 
(figure 12). Each of the surrounding buildings that “view” 
point B are thermally modelled in order to obtain the hourly 
variation of their temperature which influences the longwave 
radiation exchanges with point B. The ground also 
exchanges long radiation with point B, and it is thus 
subdivided into four different surfaces according to material 
and solar exposure. Adjacency of the zones is adjusted using 
the relational “HB component” (1). After that, windows are 
added using “HB_Glazing” based on ratio component 
assigning different WWR on every façade (2). Finally, free-
standing objects such as a canopy and a terrace are included 
in the model as thin thermal zones without internal gain by 
using EPPlenum component. Figure 13 shows the average 
temperature of the surfaces for a single time step. 

 

Figure 12. The thermal model of the building and surrounding the 
outdoor MRT simulation. The colour scale indicates surfaces 
temperature for a point-time: from the blue (colder) to the red 
(hotter). 
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Figure 13. MRT Outdoor Script: 1. Geometry, 2. Create Windows, 
3. Add material, 4. Import EPW file, 5. Run Energy simulation, 6. 
Create thermal zones; 7. Set adiabatic surfaces, 8. Indoor view 
factor, 9. Microclimate map, 10. Visualise the results. 

4 RESULTS 
After the simulations are run, and measurement values 
recorded on-site at point A and B are imported into the 
Grasshopper environment with the use of the TT Toolbox 
plugin [22]. Figure 14 shows the interactive display that 
allows for the comparison of simulated and recorded data, 
and it shows the initial results before the calibration process 
began.  

To understand the accuracy of the simulation model outputs 
against the onsite data, the root-mean-square error (RMSE) 
method is applied. RMSE is used to measure the differences 
between the values predicted by the simulation and the 
values observed. The comparison results with an RMSE of 
1.3 °C, whereas the minimum RMSE for ASHRAE is 4,425 
°C for this specific case, thus showing that the simulation 
leads to results. Following this verification, data collected 
from the on-site measurements undertaken between the 20th 
and the 23rd of September 2018, and the simulations are 
compared. (Figures 15, 16, 17 and 18).  

 

    Figure 14. The tool used in Grasshopper environment for the 
interactive comparison of simulation results (red) and on-site 
measurements (grey), graphs refer to (starting from the top): Dry 
Bulb Temperature (°C), and Mean Radiant Temperature(°C). Both 
refer to the indoor.  

 

 
Figure 15. Outdoor Illuminance at Point B 

 
Figure 16. Indoor Illuminance at Point A 

 

Figure 17. Outdoor MRT at point B 

 

     Figure 18. Indoor MRT at point A 
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5 DISCUSSION 
Following measurement scripting, simulation, and data 
comparison, the discussion branches into four main areas: 
the script, the quality of the results, the implication of these 
towards future developments, and the relevance of the 
research for the design of façades as climate givers.  

Several “out of the shelves” scripts were assembled in a 
novel fashion for real-time indoor and outdoor thermal and 
visual simulation thus establishing a workflow where each 
façade design variation (e.g. geometry, material types, and 
dynamic behaviours) would affect the thermal and visual 
related results. The scripts are linked to a specific test room 
located at KADK campus, but these could easily be adapted 
to any façade studies with a little degree of customization.  

The research attempts at verifying this Ladybug Tools 
assembly of scripts for indoor and outdoor thermal and visual 
parameters against measurements results. The comparative 
graphs show that the simulated are matching the measured 
ones. According to root-mean-square-error (RMSE) 
verification, the simulation results acceptably match the 
measured ones. 

Designers and researchers using parametric strategies could 
use this workflow. Furthermore, the workflow could be 
paired with genetic and optimisation techniques to generate 
façade that is responsive to both outdoor and indoor thermal 
and visual parameters. It should be highlighted that the 
computational and time requirements for the outdoor MRT 
of complex site studies may limit the applicability of the 
workflow in large parametric studies, especially in the short 
time frames of concept design stage in real life projects. In 
this case, the modeller should operate a series of 
simplification of the context. 

Users with some degree of familiarity with Ladybug Tools 
could use the scripts to perform a design that negotiates the 
thermodynamic and optical phenomena in a way that both 
indoor and outdoor comfort are accounted for. In future 
developments, the workflow is going be used to create static 
and dynamic solutions that mitigate and adapt to climate 
change, in order to reduce energy consumption and carbon 
emission, while providing indoor comfort and outdoor 
comfort.  
6 CONCLUSION 
The research focuses on the assembly and the verification of 
a designer-friendly workflow that allows the prediction of 
outdoor and indoor mean Radiant Temperature and 
illuminance that is determined by façade design. 

The present works bring together two means of optimising 
climate behaviour: digital simulations physical and 
measurements. The obtained result is a comparison between 
indoor and outdoor settings, between measured and 
simulated MRT and Illuminance levels. 

 

The workflow is currently being used and tested in the study 
that relates different sets of façade design solutions to 
outdoor and indoor climates in canyons in Copenhagen, 
Madrid and Catania. The results will be shared in upcoming 
publications.  

The workflow thus constitutes a precise process that could 
be incorporated into other practice-related and research 
projects investigating façades as climate givers within the 
context of providing solutions that cope with mitigation and 
adaptation to climate change within urban contexts. 
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ABSTRACT 
Research has shown how integral daylight access is to 
both physical and mental health. While this has gained 
traction within building interiors, very little research has 
delved into the daylight that hits streets, parks, courtyards, 
and other exterior spaces that impact the urban 
experience. This paper provides a better understanding of 
how daylight affects these spaces and suggests a 
framework for the design of livable cities. 

276 unique respondents answered a questionnaire. The 
results were utilized to qualitatively analyze the impact of 
daylighting within 25 well-known exterior urban spaces 
on city-users. Computer modeling, daylight simulation, 
and both correlation and regression analyses tied these 
respondents’ answers to quantitative data. New metrics, 
both data-driven and graphic, were used to summarize the 
daylighting qualities of these spaces, allowing designers 
to use these spaces and metrics for future comparison 
analyses.  

Given further exploration into the use of these metrics, 
they may also be applied to future zoning code alterations 
by providing the framework for a performance-based 
compliance path for achieving necessary daylighting at 
grade. Public and private sectors, from individual 
buildings to large-scale master plans, may utilize these 
metrics to create benchmarks for improving the urban 
experience. 

ACM Classification Keywords 
G.3 Probability and Statistics; I.6.5 Model Development; 
I.6.6 Simulation Output Analysis 

1 INTRODUCTION 
1.1 Daylight Importance 
Access to daylight inherently affects humans, but our 
societal views have shifted over time. At one point, 
daylight exposure was reduced due to concerns of cancer, 

but more recently the benefits of daylight access have 
been emphasized and promoted. Architectural studies 
have especially focused on daylight’s impact within 
buildings, such as studies that show increased 
productivity and better sleep quality to workers with 
daylight access over those in windowless areas [3]. Such 
studies have emphasized the clear link between 
individuals’ daylight access and their happiness, physical 
health, productivity, and even perception of safety. 

1.2 Existing Metrics 
This shift in understanding has led to new metrics for 
interior spaces, especially those in office environments. 
Spatial Daylight Autonomy (sDA) has become a 
commonly assumed metric for these areas. While the 
common metric for sDA uses 300 lux for 50% of the time 
as the benchmark, exterior Daylight Autonomy (DA) may 
be used as well. Most trees need a DA of at least 85% at 
2000 lux in order to thrive [1]. IESNA also lists more 
detailed lighting requirements for various plant species. 
This list that may be utilized to further the use of exterior 
daylighting analysis and better inform plant selection in 
courtyards, street corridors, and similar spaces [8]. These 
requirements vary but most commonly require 750-2000 
lux for 14 hours a day, or a larger quantity for slightly 
fewer hours a day. 

Human beings also have a physical requirement for 
daylight. Between keeping our circadian rhythms in check 
and staving off proven weather-based mood swings, we 
require sunlight. While most light therapy boxes suggest 
10,000 lux for 30 minutes a day, most argue that  2500 lux 
is all that is required to minimize Seasonal Affective 
Disorder; much less is required to reset our internal clock 
[9]. This amount of sunlight is almost never achieved in 
indoor environments and therefore must be gained 
through outdoor exposure. Many urban environments, 
particularly in narrow streets or those lined by very tall 
buildings, rarely reach this illuminance level. City-
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dwellers currently must seek out brighter areas in order to 
stay mentally and physically healthy.  

1.3 Previous Research 
While many metrics have been developed regarding 
interior access to daylight, very little has been done to link 
outdoor urban experiences with sunlight in a quantitative 
manner. Most discussions on this topic have one of three 
goals in mind:  

• Inform Interior Daylight analysis 
• Maximize Solar Access for energy generation 

• Better the Pedestrian Experience of the public realm 
They most commonly use exterior daylight analysis as a 
quick way to gain knowledge about how much light hits a 
building façade. This information is then used to 
extrapolate interior daylighting statistics or to calculate 
the potential for energy generation within a site. A great 
example of this approach is found in Emmanouil 
Saratsis’s research on daylight analysis’s potential impact 
on zoning rules [12, 13]. While this is one of the first 
attempts at large urban daylight analysis, it still focuses 
on building interiors’ access to daylighting rather than the 
public spaces within the urban fabric between them. 

The final goal found in existing research relates to the 
comfort felt by those experiencing the city from the 
outside. Urban designers have long discussed the impacts 
of tall buildings on street experience in qualitative terms. 
Wary of the “urban canyon” effect, they have tried to put 
numbers to a height-to-width ratio based only on their 
experiences. Ewing and Bartholomew summarize these 
claims handily, varying from Allan Jacobs’s 1:2 ratio to 
others going up to 3:2 [7]. These assumptions have rarely 
been tied to either user experience or quantitative daylight 
analysis in any scientific way. They instead focus on a 
general impression of what “too tall” may mean. 

Rare studies, such as Mark DeKay’s work into height-to-
width ratios, look at this figure in a more quantitative way.  
Following his 1993 research on height-to-width ratios’ 
impact on buildings’ daylight factor, he looked in more 
depth at building setbacks [5, 6]. DeKay overlaid a 
“daylight envelope” setback based on the feeling of 
enclosure at grade with a “solar envelope” that addressed 
building interiors’ access to the sun. This approach begins 
to get at the urban scale, but it fails to address exterior 
daylighting or tie these relationships to human experience 
directly. 

1.4 Existing Zoning 
For decades, traditional zoning codes have utilized similar 
approaches to building massing along streets. While many 
describe a need for stepping down to street level to allow 
for daylight access at the street as well as address urban 
canyon concerns, they rarely give quantitative 

explanations for these requirements or take a facade’s 
solar orientation into account.  

Some cities also address access to daylight in specific 
zoning requirements based on use rather than in form-
based manipulation of buildings. For instance, Vancouver 
BC incorporates three hours of direct daylight at the 
winter solstice into its requirements for childcare outdoor 
play areas [4]. 

One recent exception to these simplified requirements can 
be found in the zoning rules for Central SoMa in San 
Francisco [11]. This document attempts to address these 
variations in solar conditions. The planners take a 
“skyplane” approach, applying various setback rules 
depending on street orientation as well as allowing a 
percentage of the façade to break this rule, thereby 
allowing for design variation and flexibility. 
Unfortunately, this approach is both complicated and 
lacks a performance-based alternative, showing no 
analytical explanation for these prescriptive setbacks. 
This leaves designers without flexibility in addressing the 
concerns this ruleset attempts to counteract. 

1.5 Research Intent 
This existing wealth of daylight research presents holes in 
exterior daylighting analysis methodologies, particularly 
in tying urban experiences to quantitative daylighting 
metrics. As evidence mounts regarding how building 
forms affect experiences at street level, zoning rules 
should become more informed, including both 
prescriptive and performance options for designers to 
follow. The research contained within this paper responds 
to the need for a more scientific understanding of exterior 
daylighting. It attempts to chip away at the complexities 
of human urban experience and its relationship to building 
massing and daylighting. This brings a deeper 
understanding of why some urban spaces may be more 
successful than others, thereby allowing designers to 
make more informed design decisions. 
2 EQUIPMENT + METHODOLOGY 
2.1 Survey 
In order to link human experience to data, a qualitative 
survey was performed. 25 publicly accessible world-wide 
urban locations were identified as shown in figure 1. With 
the researchers based out of Seattle, WA and respondents 
spread throughout the United States, these cities were 
chosen in order to maximize survey respondents’ 
familiarity with the cities while also providing a variety 
of size, scale, style, weather patterns, and urban solar 
orientation. Variation in latitude was minimized in order 
to limit the variables. This allowed the research to focus 
on the ways in which building massing impacts solar 
exposure and human experience. 
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Figure 1. Simulation locations across six cities (map [10]). 

276 individuals participated in the survey, each familiar 
with only some locations. Therefore, respondents 
answered only questions regarding areas they identified as 
being familiar, using their memory of these spaces when 
answering. Requiring familiarity with the site allowed for 
a greater understanding of each space rather than reliance 
on a single point in time or photo. The response rate per 
location ranged from a minimum of 37 responses to a 
maximum of 157. Each location included between one and 
four spot locations that were additionally tested. The 
spots, shown in figure 3 as red dots in the direct daylight 
graphic, were indicated in plan and perspective within the 
survey. They vary in type of space: along a “path” such as 
a street, sidewalk or alley, or within a “place” such as a 
park, dining area, or plaza. These spots vary greatly in 
daylight access even within each location and were 
compared to one another and linked back to survey 
responses in order to begin to understand daylight’s 
impact on human experience. 

The survey asked respondents to “Please ignore other 
impacting elements such as landscaping, shop entrances, 
‘sketchy areas’ effects, or other common urban design 
features that affect the ways in which we perceive the 
safety and pleasantness of an urban area.” It then asked 
them to avoid labelling entire spaces or even spot 
locations as good or bad but instead to specify their 
expectations of experience within those areas. 
Respondents were requested to “Please rate the feasibility 
of this location with regard to daylighting” and were given 
6 options for each spot with which they were familiar: 

1. “Great for Active Use (frisbee, gatherings)” 
2. “Great for Long Use (picnic, reading)” 
3. “Good for Short Use (coffee, pleasant walk)” 
4. “Acceptable for Walking (from A to B)” 
5. “Uncomfortable for Walking (from A to B)” 
6. “Dangerous for Walking (from A to B)” 

In order to normalize responses, the 6-point Likert Scale 
was used to rate the spaces based on type of experience. 
While not perfectly linear due to the qualitative 
descriptions, this allowed the research team to associate 
responses with experiences in a consistent manner. While 
respondents would not be able to accurately remove all 
impacts on their perceptions beyond daylighting, the 
intent behind the survey was to reduce outside influences 
as much as possible. As these non-daylight-related factors 
cannot ever be wholly removed from influence, outlying 
data points present opportunities to identify the impact of 
these characteristics, such as active tourist locations, well-
designed street frontages, or the presence of large street 
trees. 

2.2 Model Setup 
The 25 locations were built in Rhinoceros 3D and 
analyzed in Grasshopper using Diva’s daylight simulation 
plugin. Due to the drastic variation in exterior conditions, 
only simple massing and material assignment was 
required in order to produce results accurate enough to be 
tied back to survey results. Building materials, for 
instance, vary in reflectance values between roughly 30 
and 40, with most hovering closer to 30. An example 
location model only produced a shift in average 
illuminance values of 17% when every building surface in 
the model was shifted from 30 to 40. Since most urban 
areas include a mix of these reflectance values, a much 
smaller error is expected in assuming a single value for 
reflectance. For similar reasons of efficiency, Diva’s 
“low” raytrace setting was used after performing a test 
that showed only a 4-13% variation in the four metrics 
used when comparing “low” to “high” results. This test 
was performed on an area receiving primarily reflected 
rather than direct light, thus exaggerating the differences. 
Since the “low” method consistently yields slightly lower 
light levels, the 25 locations may therefore be compared 
to one another with confidence. With illuminance levels 
and metrics between locations varying by more than 
1000% in many cases, these tested variations of 17% and 
4-13% would become trivial when comparing spaces. 

Similarly, trees were also simplified, modeled as conically 
spherical shapes with transparency applied. Transparency 
was based on an average of street trees’ transmission 
values in summer (15%) and winter (65%) as described by 
Wilkinson, Yates, and McKennan in 1991 (referenced in 
[2]). 

Each location was therefore simply modeled, including 
any buildings that would likely cast a direct shadow on 
the area under consideration. Taller areas such as 
Manhattan were therefore modeled more extensively than 
shorter areas such as Brooklyn. Separately, each city was 
also analyzed using weather files as applied to simple flat-
plane settings to create a weather baseline for each city. 
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The following analysis constraints were then assigned in 
performing each analysis. 

2.3 Material Values and Analysis Settings 
• Walls: 30% reflectance (representing a mix of solid 

materials and reflective metals and glazing) 
• Ground: 20% reflectance (reflecting the most common 

paving and grass combinations) 
• Canopy Glazing: 70% transmission 
• Trees: 40% transmission (average of 15% summer and 

65% winter, using two 63% transmission surfaces) 
• Daylight Plane: Simplified based on Sketchup-

generated topography; raised 5ft (1.524m) above grade 
(representing average eye height); 1m x 1m grid for 
daylight plane on each location 

• Spot locations: Modeled separately from plane; also 
raised 5ft (1.524m) above grade 

• Raytrace quality: “Low” (-aa .15 -ab 2 -ad 512 -ar 256 
-as 128 -dr 2 -ds .2 -lr 6 -lw .004 -dj 0 -lr 6 -sj 1 -st 0.15) 

2.4 Data Gathering 
Survey data was simplified into a single number 
representing the average and the standard deviation for 
that spot location. Each location was also noted by city, 
use (alley, boulevard, park, plaza, or street), type (path or 
place), and the major presence of trees (yes or no). 
Simulation data for each city baseline, urban location, and 
spot location were manipulated in Excel using VBA 
macros to create the following metrics:  

• Sky View Factor (SVF): Per spot location. SVF shows 
the percentage of the view from that location that is 
obstructed by buildings and/or trees. Trees are given 
partial credit for this metric, reflecting the same 
transparency requirements as during the analysis. 

• Annual Hours Of Direct Sunlight: This value was 
compared to the city baseline, resulting in the 
percentage of time that the spot receives direct daylight 
compared to an unobstructed location.  

• Annual Klux-Hrs: This metric multiplies illuminance 
values by time, producing one number to represent how 
much light a space receives annually. This too was 
compared to the city baseline and referenced as “klux-
hrs (% of city).” 

• Daylight Autonomy (DA) is the percent of time 
throughout the year (during the relevant time range) that 
each point reaches the threshold. Here, the threshold 
used is 2500 lux to match both human health (SAD 
reversal) and tree growth needs. 

• Continuous Daylight Autonomy (cDA) is calculated by 
giving partial credit to those values below the DA 
threshold (here, 10,000 lux). This was used to give a 
snapshot of annual exterior daylighting conditions, with 

the most important variations in light conditions in the 
studied areas falling within this range of visible 
differentiation. 

• Average Illuminance Values: Average illuminance 
values were calculated separately for morning (8AM-
11AM), evening (4PM-7PM), summer (April-
September), and winter (October-March). This data was 
also directly compared to their counterparts using their 
coefficient of variation (CV) and then comparing this to 
the city baseline CV. Each spot location data-group was 
similarly compared both to its immediate surroundings 
(represented by the average urban location data) and its 
city baseline in order to understand the variation 
between points and test for unexpected correlations. 

Average values rather than total percentage above 50% were 
used for these DA metrics in order to compare directly to 
point values at spot locations. Both DA and cDA used 8AM-
6PM as the timeframes for consideration due to the primary 
daylit urban activity falling within this range. Finally, all 
results were statistically analyzed using various comparisons 
in R.  

3 RESULTS 
3.1 Data 

The following chart was created with Tableau and is 
associated with findings confirmed in R. 

  

Figure 2. cDA10000 – survey relationship by space type 

While general trends clearly indicate a preference for 
more daylight when experiencing public spaces, more 
sophisticated data analysis was able to produce further, 
more nuanced conclusions. Figure 2 separates the 
simulation points by use type for reference. Due to the 
number of “street” type points, these were also analyzed 
separately (slope=-1.322) due to their proven reliability 
(p-value <.0001). Grey fill indicates an outlier as 
explained in 3.2 but still incorporated in all data analysis 
due to the qualitative method used for identifying outliers. 
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Figure 3. Sampling of graphic simulations: Barcelona’s Plaza Sant Jaume (plaza, alley, and street points), New York’s Wall Street (street 

and plaza points), NYC’s Met. Museum of Art (Park and Boulevard points), and Seattle’s Westlake Center (Street and Plaza points) 
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Were clear outliers removed, alleys and plazas would 
indicate a similar clustering and correlation but with varying 
slopes. Figure 2 may therefore be used to begin to identify 
an expected user experience for these use types based on 
simulated daylight exposure as measured in cDA10000. 
Boulevards and parks did not include enough points to 
produce reliable findings when separated by use type but 
suggest a potential variation in slope by use type. Parks, for 
instance, may require brighter daylight for a similar user 
response than another use type. 

Figure 3 displays the graphic output from 4 locations in the 
study. These analyses give designers benchmark locations 
with which to compare their designs. The rectangular graphic 
at each point location in figure 3 (notated with a 6 and a 1) is 
used to represent the survey values. The red line shows the 
average response, while the grey shading shows the 
approximate variation based on the standard deviation. The 
primary graphic at the upper right of each image cluster 
represents a new graphic not currently available using Diva 
for Grasshopper. This shows percentage of otherwise daylit 
time that the area receives direct daylight. This was created 
by manipulating the .ill file using an Excel Macro, then 
feeding this new file back into Diva for a graphic display. 
3.2 Outliers 
Calculations presented in this paper include all data 
points, but the following outliers may have qualitative 
explanations for their inconsistencies and have been 
highlighted in order to explain potential variations in 
future area design and simulation. Although respondents 
were asked to only include daylight in their observations, 
some spaces have such strong effects (both positive and 
negative) that respondents still unconsciously let these 
associations impact their ratings of spot locations. 

Some of these effects had a positive impact on 
respondents’ experience of space that had little to do with 
daylighting. For example, Seattle’s Chophouse Row and 
Portland’s Director Park both include human scale details 
that improve the quality of the space and a high level of 
activity throughout the week. Despite the lower level of 
light than other locations, these spaces were rated highly. 

This study also showed points that seemed to have other 
influences negatively impacting respondents’ answers. 
Most of these spaces display urban design factors 
typically associated with negative experiences. For 
instance, all three points within Prefontaine Place in 
Seattle are rated significantly lower than one would 
expect given their daylighting. Seattle’s Convention 
Center tunnel, New York’s Exchange Alley, and the two 
points at the edges of Cal Anderson Park in Seattle all fall 
below the expected ratings. These areas display negative 
urban design features, primarily blank walls and a lack of 
activation. In addition, some of these spaces are known 
for large transient populations, high litter rate, or other 

elements that likely negatively impacted respondents’ 
answers. 

3.3 Data Analysis 
Using the point data explained in section 2.4, further 
investigations were made regarding the relationships 
between spaces and survey results as well as any more 
nuanced effects. For instance, when separating those 
points heavily impacted by the presence of trees, the 
relationship between kLux-hrs (% of city) and survey 
designation shifted from -1.24 (no trees) to -1.57 (trees). 
This suggests that humans perceive areas shaded by trees 
as brighter than they would were the area shaded instead 
by a building or other obstruction. This difference is small 
and does not yield a significant statistical result but 
instead suggests the possibility for further study regarding 
the impact of trees on daylight perception and urban 
experience. 

Further robust correlations were analyzed in R, using 
Spearman’s rho (rs) and Kendall’s tau. This was 
determined because of the 6-point Likert scale used for 
survey responses (1=best, 6=worst), meaning that the 
assumptions under Pearson’s correlation have not been 
met. In the following findings, we report Spearman’s rho, 
as it can be squared to give an effect size. In all cases, 
however, Kendall’s tau produced significance levels that 
were identical with Spearman, providing an important 
cross-validation of results. 

The initial correlation analysis analyzed the relationship 
shown in figure 2. This compares cDA10000 with survey 
designation (mean survey response). The analysis found 
the survey designation to be significantly negatively 
correlated with cDA 10000, per the values below. This 
represents a large effect, as rs

2 = -0.25, and means that 
more daylight is correlated with better (lower number) 
survey responses. 

Data collected also measured daylight access in a number 
of other ways as shown in Table 1. Each of these metrics 
was found to have nearly identical correlation strength to 
cDA10000. This suggests a clear correlation to daylight 
access without a strong preference for any specific 
measurement. DA at 2500 lux had the lowest correlation, 
showing that the daylight above 2500 lux is more relevant 
in our perceptions of outdoor spaces.  

 rs p rs2 
kLux-hrs (% of city) -.493 <.0001 -.24 
kLux-hrs -.500 <.0001 -.25 
DA 2500 -.474 <.0001 -.22 
cDA10000 -.508 <.0001 -.25 

Table 1. Data Correlations 

In order to understand whether enclosure magnitude 
affects experience more than daylight itself, the same 
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analysis was performed for SVF as well. While these were 
found to be significantly positively correlated at rs = 0.406 
p = <.001, this represents only a medium effect, as rs2 = 
0.17. This suggests that daylight access affects survey 
results more than enclosure amount. This result was 
further explored using a regression analysis to determine 
if SVF had any additional impact on survey results over 
daylight access itself. No statistically significant impact 
was found, suggesting that SVF is only related to survey 
responses in how it affects daylighting. 

Following this finding, a number of other regression 
analyses were also tested in order to determine any other 
significant impacts on survey results in addition to 
daylight access. The variation between morning and 
evening daylighting (normalized for city daylight access), 
as well as a similar variation between summer and winter 
daylighting, was found to have no significant impact. 

Similarly, a regression analysis adding hours of direct 
light to the kLux-hrs (% of city) relationship to survey 
response yielded no significant impact. This was an 
unexpected result, meaning that direct daylight was only 
relevant to occupant experience in that it increased the 
total amount of daylight in a space. 

The last regression analysis tested if a spot’s relationship 
to its immediate surroundings (represented by the average 
values for that location) has any further impact on survey 
results than that shown by kLux-hrs (% of city). This 
comparison also yielded no significant additional impact, 
meaning that, in most cases, an area’s immediate 
surroundings do not impact experience; only daylight 
access itself does. This result was unexpected. Human 
eyes adjust to see light in relationship to its surroundings, 
leading to the expectation that visual experience would be 
impacted by that relationship. This analysis contradicted 
this assumption. 

In addition to effects impacting survey response 
designation, the standard deviation of those responses was 
also analyzed. On average, there is a statistically 
significant and greater standard deviation for “place” 
locations, such as parks and plazas (median = .90, 
standard error = .03) than for “path” locations, such as 
streets and alleys (median = .66, standard error = .02), 
t(24) = -5.55, p = <.0001, r = .75. This represents a large 
effect on standard deviation due to a spot’s type as either 
place or path. This suggests that there is less agreement 
regarding a spot’s survey designation (and therefore 
occupant experience) when that spot is a place rather than 
a path. Daylight analysis may therefore be more 
subjective within courtyards, parks, and plazas than along 
streets and alleys. 

4 CONCLUSION 
Results demonstrate clear correlations between 
individuals’ experiences in a space and that area’s 

daylighting. Figure 2 may be used to understand the 
lighting expectations for specific uses, particularly when 
generating design goals regarding exterior daylighting in 
both public and private spaces. Similarly, the data 
calculated for each point may be used to determine targets 
for any one of the daylighting methods used in this study. 
In particular, DA2500 may be used for plant selection, 
while cDA10000 appears to be the most appropriate for 
determining user experience.  

These graphics and the related data help designers 
associate their own analysis with familiar spaces, 
providing intuitive benchmarks for daylight analysis. 
These results create a framework for comparing potential 
designs to existing spaces in order to make more informed 
design decisions. More nuanced metrics, such as SVF or 
a spot’s immediate surroundings as measured in kLuxHrs 
(% of location), may help a designer understand spatial 
conditions. 

Using the new metrics created through this study, designers 
may make more informed decisions regarding building 
massing and zoning requirements, the placement of exterior 
programming, and spacing of buildings. These metrics have 
also led to the ability to analyze daylight for plant 
specifications, allowing for design decisions to ensure green 
environments to thrive. Such influences on the public realm 
allow for more livable communities to grow and thrive in 
urban environments. 

The results outlined in this paper rely on qualitative survey 
responses. These were made as accurate as possible by 
filtering responders to only those who were familiar with the 
location in question. The reliance on survey respondents’ 
memories and the small sample size indicates that further 
study may be required to confirm and further explore some 
of these findings, particularly those results that may 
contradict existing urban design attitudes.  

Further study regarding the impact of enclosure (SVF and 
height-to-width ratios), direct versus total daylight exposure, 
and the influence of an area’s immediate surroundings would 
further this line of research. Research could delve into these 
phenomena on a larger scale. One could explore whether a 
similarly lit street in New York is perceived as the same 
brightness as its counterpart in Portland, given the former’s 
height and density and the latter’s tendency for a lower 
height to width ratio in its streets. These ratios in particular 
require further study to determine if they or their resulting 
daylight impacts drive urban experience. 

Urban designers have often tried to pinpoint this ideal 
height to width ratio for streets. In doing so, they have 
either passively or actively assumed a relationship 
between height of enclosure and pedestrian experience 
that surpasses daylighting alone. This relationship was 
explored with the SVF metric, suggesting that enclosure 
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quantity, represented by SVF, only impacts pedestrian 
experience in as far as it affects daylight access to the 
street. 

If further explored using the above methods, these 
findings may have meaningful ramifications in how 
zoning codes may be designed. Current building codes 
rarely take solar orientation into account in dictating 
envelope restrictions. The north side of the street may 
need far fewer requirements for upper level setbacks than 
many codes currently require. In contrast, the south side 
of the street should be designed to ensure adequate 
daylight reaches both the lower levels of buildings and 
adjacent public spaces. The lack of additional 
correspondence between SVF and urban experience found 
in this study supports this approach. It suggests that 
zoning requirements that lessen restrictions at the north 
side of streets may be as effective at curating urban 
experience as those that prescribe detailed setbacks 
throughout. 

New studies would be advantageous to further an 
understanding of the impact of zoning typologies’ on the 
public realm. While some have been studied with regard 
to their impact on lower level interior floorplates, there is 
much room for growth in the understanding of zoning 
massing requirements’ impact on exterior spaces. Human 
health requires access to these brighter exterior spaces. 
Further research could identify the necessary benchmarks 
for public health. This work allows for a potential 
performance option to replace current prescriptive 
requirements, such as upper level setbacks, angled 
skyplanes, and other massing moves intended to allow 
light into the street. Extended study of these common 
prescriptive methods could yield a more efficient 
approach to ensuring equitable daylight access within the 
public realm. 
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ABSTRACT  
Designing a renovation plan for a building is a highly 
complex task: during this planning process, the design team 
needs to explore an enormous “design space” of possible 
renovation actions, and on the other hand, must evaluate the 
efficacy of each candidate design using computationally 
expensive simulations. Moreover, the design team seeks to 
balance a range of competing key performance indicators 
(KPI) as demanded by clients and the real conditions of the 
existing buildings, which are unique for every project (e.g. 
energy consumption, daylight, and thermal comfort). 

We present an innovative renovation decision support 
framework that provides the design team with broad 
coverage of the design space in conjunction with limited, 
careful use of precise simulations for KPI evaluation. Our 
approach integrates logic-based domain model querying 
and multi-objective optimization based on Answer Set 
Programming and the KPI simulation system. We 
empirically evaluate our system in a large residential 
building case study in Denmark. 
Author Keywords 
Building Renovation; Holistic Renovation Scenarios; 
Renovation Typologies; Rapid Scenario Generation; 
Answer Set Programming. 

ACM Classification Keywords 
I.6.1 SIMULATION AND MODELING (Model 
Development and analysis)  
1 INTRODUCTION 
The topic of renovation of existing buildings is receiving 
ever-increasing attention in European countries [9] towards 
the development of more holistic renovation decisions [13] 
that align with core sustainability objectives [8]. Moreover, 
there is a growing need to involve stakeholders in earlier 
stages of the renovation design process [12] where many 
numerical details may not be available, and where soft 

criteria play a key role such as “a sense of privacy”, “spatial 
quality”, etc. 

A renovation scenario is a set of particular design changes 
that will be made to a building, e.g. replacing all north-
facing windows with triple glazing, and adding a layer of 
insulation or replacing the final finish on façades with 
architectural aluminum panels. From a scenario search and 
optimization perspective, the challenge is to select a 
scenario that satisfies many competing soft and hard criteria 
such as energy consumption, indoor thermal comfort, 
daylight comfort etc., see [11]; we refer to these criteria as 
sustainability Key Performance Indicators (KPIs). 

However, as a design task the challenge is not to simply 
find a single optimal scenario, but rather to identify and 
present meaningful renovation decisions that represent real 
tradeoffs between different KPIs, i.e. to find a set of diverse 
optimal scenarios that each prioritize different KPIs. 
Moreover, the user must be able to specify scenario 
constraints that all returned scenarios satisfy, e.g. “add a 
balcony to all exposed north-facing walls”. The designer 
can then engage in dialogue with stakeholders to 
incrementally refine the renovation design, from an early 
stage through to the more detailed final stages. 

We present an innovative renovation decision support 
framework that provides design team with broad coverage 
of the design space in conjunction with limited, careful use 
of precise simulations for KPI evaluation. We build upon 
previous work in [16], on developing a formal (logic-based) 
domain specific renovation modeling language, named 
NovaDM, which enables design team to readily express 
their project-specific renovation design space at a range of 
abstraction levels. 

Our key contributions are: 

• we formalize NovaDM based on a software 
programming paradigm from artificial intelligence, 
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Answer Set Programming (ASP) [4] (Sections 2.3 and 
2.4). We show how this provides an elegant mechanism 
for querying the design space of scenarios, for 
expressing semantically-rich design constraints, and for 
rapid, high-level constraint-based optimization [19]; 

• we integrate high-fidelity simulations to assess KPI 
values for given scenarios, using a simulation tool 
(Sections 2.1 and 3.1); 

• we evaluate our approach on a real-world, large 
residential renovation case study in Denmark (Section 
3). 

2 THE RENOVATION DESIGN TASK AND NOVADM 
The renovation design task is as follows: given a built 
environment, we can repair, replace, remove, refurbish, 
modify and add building facilities and architectural 
elements. The particular details of exactly what can be 
repaired, replaced, etc., and how, varies drastically between 
renovation projects. Thus, design team require a suitable 
“language” to express the particular renovation choices 
available, and this language should be formal so that 
software tools can be developed that can read and process 
such renovation information. We have developed NovaDM, 
a formal domain model to structure these concepts, as a 
basis for our renovation scenario generation system. 
2.1 Scenario Generation System Overview 
Figure 1 illustrates the workflow of our scenario generation 
system. First the design team specify the (a) project-specific 
renovation options in the form of a NovaDM action tree, (b) 
renovation scenario constraints, and (c) the Building 
Information Model (BIM) of the design to be renovated. 
Our scenario generator parses the action tree into Answer 
Set Programming (ASP) facts (Section 2.4) and generates 
(optimal) scenarios that are consistent with the given 
constraints using an ASP reasoning engine. Each scenario is 
then evaluated according to user-specified KPIs using a 
high-fidelity simulator ICEbear [20] (Section 3.1). 

 
Figure 1. Workflow of renovation generation system. 

2.2 Source Material for NovaDM 
NovaDM is being developed based on many years of 
research in the topic of renovation, and through many use 
cases of renovation projects. Here, the meaning of the terms 
‘holistic scenario’ and ‘sustainable renovation’ used in this 
paper is adopted from [13]. They serve as a means to unify 
the field for renovation strategies for refining and 
improving the contemporary building sector seen in the 
light of sustainability, ahead of generating renovation 
scenarios as holistically as possible. 

There are a broad range of ‘renovation approaches’ that can 
be applied for the renovation of existing buildings 
including: insulation approaches, replacement of existing 
windows, integration or replacement of existing equipment, 
heating/cooling system, building envelope implementation 
of roof and partially of facades to avoid thermal bridges, 
total building envelope implementation, volumetric 
additions, partial replacement of existing windows, partial 
building envelope implementation, integration of PV and 
solar collectors on the roof/facades etc. [2]. 

Following previous work in [15], for development of the 
knowledge base of renovation approaches, we have 
extracted concepts from literature [1, 2, 5], from 10 
European renovation research projects [14], and from the 
SIGMA database by Molio [17]. Moreover, as we present 
in Section 3, we studied a renovated building project case 
(Skovgårdsparken located in 8220 Brabrand, Denmark). 
The project was a residential building consisting of nine 
blocks built during 1968/72, and “modernistic” in terms of 
architectural typology. It was renovated by the Brabrand 
Housing Association. We selected this case to provide us 
with a real-world, comprehensive ‘renovation scenario’ (i.e. 
insulation of walls, renovation of foundation, installation of 
PV etc.) that has been applied for renovation in practice.  
2.3 NovaDM Renovation Concepts 
In this section we present the key concepts in NovaDM (see 
Figure 2). We use the term renovation domain model, 
(NovaDM [16]) to refer to a structured collection of 
renovation concepts and relationships between those 
concepts, similar to the notion of a “schema”. Concepts 
include cultural, technological, spatial, environmental, 
societal notions that have either a direct or indirect impact 
on building renovation. NovaDM is a first step towards 
formally structuring this information in a general, 
extensible manner. 

Renovation Subject is: the object being renovated, e.g. 
windows. Subjects have a type (e.g. architectural element) 
and a value (e.g. window). Subject types correspond to 
categories of building elements in alignment with existing 
Building Information Models such as Industry Foundation 
Classes – IFC [21] including: Architectural Elements, 
Mechanical Elements, Individual Elements, Structural 
Elements, Electrical Elements, Interior Elements, 
Landscape Elements.  
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Figure 2. UML diagram illustrating relationships between 

concepts in NovaDM. 

Renovation Approach is: the way that the subject will be 
renovated, e.g. repair, replace, remove, refurbish, or 
modify, e.g. see [14]. 

Renovation Feature is: the aspect of the subject being 
renovated, e.g. window frame material. Features have types 
(e.g. material) and values (e.g. fiberglass, uPVC, etc.). 

Renovation Action is: an instance of a subject, an 
approach, and a set of feature types and values, e.g. 
“window frames will be replaced with fiberglass material”. 

Renovation Alternative is: the set of (mutually exclusive) 
actions for a given subject, e.g. all the ways that windows 
can be renovated according to the specified approaches and 
features.  

Renovation Scenario is: a set of actions such that each 
action belongs to a different alternative, e.g. one action for 
windows and one action for floors. 

Action Trees. For each renovation project, the architect 
needs a way of specifying the particular subjects, features 
and approaches that are available; collectively, subjects, 
features and approaches are referred to as aspects. For this 
we have developed a formal action tree language for 
compactly specifying sets of actions has (see [16]). 
Each action tree (see Figure 3) corresponds to a renovation 
alternative. Traversing an action tree corresponds to 
generating an action in a scenario, starting from the root 
node. Each node assigns zero or more aspects (subject, 
feature or approach) to the action. Tree nodes can be either 
xor-nodes “-” (meaning that the current action must be built 
by traversing exactly one child), or and-nodes “+” 
(meaning that the current action must be built by traversing 
all children). Figure 3 illustrates an action tree for 
describing the set of mutually exclusive actions for 
renovating windows. 

 
Figure 3. Example of an action tree describing six mutually 
exclusive actions. The red edges correspond to one particular action 
with: subject=window; approach=refurbish; features=upvc material, 
double glazing, fixed mechanism. 

2.4 Generating Scenarios with ASP 
A key innovation in our approach is the integration of 
Answer Set Programming (ASP) and high-fidelity 
simulations. ASP is a logic-programming paradigm 
developed within the artificial intelligence community that 
has its foundations in first-order logic [4]. Similar to 
Prolog, ASP has a knowledge base of facts and rules of the 
form “Head :- Body” meaning that, if the Body is true, then 
the Head must also be true. Rules with no Head are ASP 
constraints, written “:- Body” meaning that the Body must 
not be true (i.e. as a logical expression: Body implies 
False). Choice rules enable one to express that the “Head” 
may, or may not, be deduced, written “{Head}:- Body”, 
meaning that we can now define combinations of valid 
deduced facts. ASP reasoning engines are specifically 
designed to rapidly find combinations of deduced facts that 
are consistent with all given domain rules (referred to as 
models or answer sets), and can perform multi-criteria 
optimization by minimizing cost valuations that are 
assigned to deduced facts. 

We have implemented our renovation domain model 
NovaDM as ASP rules, constraints, and choice rules such 
that valid combinations of deduced facts correspond to 
complete renovation scenarios. We encode project-specific 
renovation options as ASP facts. We encode project-
specific renovation constraints as ASP constraints. We use 
the ASP solver (i.e. ASP reasoning engine) Clingo [24]. 

For example, the following ASP facts specify that node 
t0_n0 is an xor-node, and that it is a parent of node 
t0_0_n0_n0. This “child” node is an and-node with the 
subject “HVAC_systems” which is a subject type of 
“mechanical_elements” (this code is automatically 
generated from our NovaDM parser):1 

                                                        
1 We emphasize that we do not intend end-users to directly write ASP 
code. Instead, our system provides text-based and graphical interfaces and 
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node_type(t0_n0,xor). 
parent(t0_n0,t0_n0_n0). 
node_Type(t0_n0_n0,and). 
subject(t0_n0_n0,"mechanical_elements","HVAC_systems"). 
. . . 

Scenarios are generated by selecting action tree nodes. E.g. 
to select node t0_n0_n0 we could assert the following fact: 
select(t0_n0_n0). 

Rather than referring explicitly to the node ID we can select 
nodes based on their aspects, e.g. select node N with a 
subject “HVAC_systems”: 
select(N) :- subject(N, _, “HVAC_systems”). 

Words beginning with capital letters (and not in string 
quotes) are ASP variables, and the underscore “_” indicates 
variables whose values we do not care about. ASP will find 
all node IDs that satisfy this rule (i.e. substituting the N 
variable with valid terms such as t0_n0_n0) and deduce the 
corresponding select facts. Similarly we can generate 
scenarios that necessarily do not renovate HVAC systems 
by adding a constraint: 
:- subject(N, _, “HVAC_systems”), select(N). 

..or more generally, we can constrain scenarios to not 
renovate any mechanical elements: 
:- subject(N, "mechanical_elements", _), select(N). 

These rules can be complex logical expressions giving us 
significant flexibility and control over the types of scenarios 
that are generated. Importantly, we can use constraints to 
easily define rich renovation typologies. E.g. we might 
define a typology that represents minor renovation 
requiring that windows are renovated and that mechanical 
elements are not renovated: 
select(N) :- typology(minor_renovation), 
   subject(N, “architectural_elements”, “windows”). 
 
:- typology(minor_renovation), 
   subject(N, "mechanical_elements", _), select(N). 

To select this typology in scenario generation we then 
simply assert the fact: 
typology(minor_renovation). 

For our case study in Section 3 we have formalized and 
implemented the Horizon2020 NeZBR [23] renovation 
typology framework. 

Our domain rules that implement action trees include: 
(a) “if a node is selected then its parent must be selected”: 
select(N1) :- select(N2), parent(N1,N2). 

(b) “for each selected node N1, if N1 is an xor-node then 
exactly one child must be selected”: 
1{select(N2) : parent(N1, N2)}1 :- 
   select(N1), node_type(N1, xor), parent(N1,_). 
 

                                                                                             
the corresponding ASP code is automatically generated by our internal 
parsers. 

(c) “for each selected node N1, if N1 is an and-node with a 
child N2 then N2 must be selected”: 
select(N2) :- select(N1),node_type(N1,and),parent(N1,N2). 

Generating Optimal Scenarios. We assign valuations to 
facts that can order scenarios with respect to individual 
KPIs without needing to compute the precise KPI values. In 
this manner we can rapidly generate optimal scenarios that 
lie on the pareto front [19], i.e. by pruning scenarios that are 
dominated by other scenarios, thus significantly reducing 
the search space. 

For example, to minimize energy efficiency we need to 
minimize a u-value attribute assigned to various features. 
Single glazing windows necessarily have a higher u-value 
than double and triple glazing, and thus if all other aspects 
remain constant (such as window area) then we can order 
scenarios with respect to energy efficiency and glazing 
without deriving the exact u-value or computing the final 
energy efficiency KPI. E.g. the following rules expresses 
that if a scenario includes triple glazing for windows then 
the scenario gains a u-value attribute cost of 10: 
attribute(“u_value”, N2, 10) :- 
  subject(N, "architectural_elements", “window”), 
  ancestor(N,N2),  
  feature(N2, “glazing”, “triple”), select(N2). 
 

We then ask the ASP reasoning engine to not only find 
consistent scenarios, but scenarios that minimize this 
cumulative attribute cost: 
#minimize{Cost,“u_value”,N :attribute(“u_value”,N,Cost)}. 

We can minimize multiple attributes simultaneously; ASP 
will return dominating scenarios on the pareto front. 
Moreover, because the ASP search seamlessly incorporates 
constraints we can rapidly generate optimal diverse 
scenarios by optionally applying various combinations of 
renovation constraints and typologies. Once we have 
generated a set of optimal diverse scenarios, we then 
compute their precise KPI values using more 
computationally intensive simulators. Currently we are 
using the ICEbear simulator.  
3 CASE STUDY – RESIDENTIAL DANISH BUILDINGS 
In this section we present a case study where we 
empirically evaluate our system by applying it to real 
renovation tasks for a large residential building case in 
Denmark. The scenarios are built on the basis of different 
typologies, primarily related to the renovation depths and 
level of interventions that illustrate the impact of different 
ambition levels regarding the European environment and 
economy [3, 23]. The second level of typologies link to the 
typologies of the existing building according to [22]. 
Likewise, the third level of typologies target the 
architectural aspects and the appearance of the renovation 
scenario [2], especially related to the buildings’ facades. 

Typologies for Renovation Depth / Intervention. The 
depth of renovation refers to the extent and size of measures 
applied as well as level of resulting energy and emissions 
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reduction. It is used to generate scenarios with various 
depths of renovation including Minor, Moderate, Deep, and 
Nearly Zero Energy (NZEB) [23]. The Minor is the least 
ambitious and represents renovation of only the exterior 
walls and windows. The second is Moderate that denotes 
basic interventions but, at the same time, tends to be a 
complete renovation, including the three types of energy 
efficient solutions (passive, active and Renewable Energy 
Sources - RES solutions). The next renovation level named 
Deep Renovation is more ambitious than the previous two 
and it is aligned with renovation of the building envelope 
and interior elements, which has a significant result in 
saving Energy. Finally, the last one is the most ambitious 
intervention representing a NZEB Renovation and it is in 
line with significant use of the Renewable Energy Sources 
in the renovation scenario. 

Existing Buildings. Typology of the existing buildings 
encompasses the actual conditions of the existing buildings, 
which are different from project to project in connection to 
the location and climate regions, construction class, 
buildings operations, building’s type and size classes, and 
their Heat Supply System, see [22]. 

Architectural Aspects. Architectural aspects are related to 
the typology of the façades, in connection to the major 
elements of the building facades. It refers to selection of the 
final finish material on the façade (i.e. Brick, Concrete, 
Wood etc.), size of the windows, add or refurbish the 
balconies, and also use of the sun control and shadings 
devices (overhangs) on the façade. 
Table 1 lists the statistics of the number of concepts we 
defined using our action tree language, based on the above 
typologies. We defined 12 subjects (i.e. 12 action trees), 
each with a feature value count ranging from 4 to 51 values. 
This resulted in the number of mutually exclusive actions 
per subject ranging from 4 to 10.8 million actions. The very 
large number of actions is due to the combinatorial 
character of features, i.e. introducing a new feature type 
with just two values can double the number of actions 
(when those feature values are compatible with all 
combinations of previously defined feature values). We 
then assigned attributes of production cost and u-value to 
feature values, ranging from 4 to 24 assigned values per 
subject.  

The size of the scenario search space that results from 
these actions trees is enormous. A renovation scenario 
consists of, at most, one action per subject. Thus, the 
number of scenarios where only exterior walls are 
renovated is 933,120 according to Table 1. The number of 
renovation scenarios where every subject is renovated is 
calculated by multiplying the number of all action counts, 
i.e. approximately 3.6 x 1042. The complete scenario search 
space is much larger still, because not every subject is 
necessarily renovated, and thus we first need to count all 
combinations of 12 subjects, and then for each combination 

of subjects multiply the number of actions of each selected 
subject. 

Subject Number of 
Feature Values 

Number of 
Actions 

Number of 
Attributes 

Exterior walls 41 933,120 12 
Interior walls 10 16 6 
Curtain walls 31 36,288 10 

Roof 51 10,886,400 24 
Ground floor 16 126 8 
Upper floor 15 126 7 

Ceiling 16 90 6 
Windows 46 4,717,144 18 

Exterior doors 40 290,306 12 
Interior doors 25 8,748 8 
HVAC system 9 9 9 

RES-Renewable 
energy sources 

4 4 4 

Table 1. Statistics of the action trees defined for the empirical 
evaluation of the Danish residential case study. 

By using ASP we provide a mechanism to not only search 
through this enormous search space for optimal scenarios, 
but can readily incorporate constraints that refine the 
desired scenarios, e.g. forcing window material to be uPVC 
or only considering scenarios with total production costs 
below a given threshold. 
3.1 KPIs for evaluation 
Table 2 summarizes the evaluating KPIs for generated 
renovation scenarios in this study. We use an extended 
version of the hourly dynamic simulation tool ICEbear [20] 
to simulate the generating renovation scenarios for the 
listed KPIs in Table 2. ICEbear is a tool that strives to 
facilitate design buildings for architects and engineers, 
evaluating the impact of the geometry on the indoor climate 
and energy demand at the same time. It is based upon 
algorithms for auto-generating hourly building performance 
data at a room level basis. 

KPIs Evaluation 
Energy consumption kWh/m2/year [less better] 
Energy frames defined in 
BR18 (Danish building 
regulation 2018) 

kWh/m2/year [less better] 

Indoor Thermal Comfort % in Class I, II, III according to 
EN 15251 [bigger better] 

Discomfort hours above 27 
and 28 (°C) 

Number of hours [less better] 

Indoor Air Quality % out of Class III according to 
EN 15251 [less better] 

Investment Cost Price of the procurement in DKK 
(Danish Krone) [less better] 

DF (daylight factor) 0<DF<5 [bigger better] 
Daylight requirements 
acco. to BR18 

% > = 10 [bigger better] 

View-out quality % of openings area on façade 
regarding adjacent buildings 
[client dependent] 

Degree of privacy  % of openings area on façade 
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regarding adjacent buildings 
[client dependent]  

Degree of Satisfaction   % regarding indoor thermal 
comfort & air quality  
[bigger better] 

Health & Well-being % regarding Energy 
improvement, indoor thermal 
comfort, air quality and their 
effects on Asthma, Allergy, and 
Eczema diseases [bigger better] 

Table 2. Outline for the selecting criteria for evaluation of holistic 
renovation scenarios 

3.2 Case Study Description 
The selected case study is the renovation of a dwelling 
apartment block located in Aarhus, Denmark. The 
apartment block is a part of a dwelling area (see Figure 4) 
consisting of 27 identical apartment blocks built in 1967–
1970. The blocks and common areas went through a 
renovation in the period of February 2014 to September 
2017. The renovation included a refurbishment of all 
apartment blocks, new terraced houses, and common areas. 
The blocks were renovated in different styles, so they 
became a unit of two similar blocks. The façade types are, 
respectively, concrete/wood combination, and natural slate 
and zinc/aluminum/wood combination. The budget for the 
renovation of the blocks was estimated at 880 Mio. DKK. 

 
Figure 4. The dwelling area located in Aarhus, Denmark 

Each apartment block consists of 32 unit apartments with 
similar layout, total heated floor area of 2700 m2, 340 
doors, and 129 windows.  Prior to performance simulations 
of the generating renovation scenarios, the apartment block 
is separated into six different types of units (as 
demonstrated in Figure 5), as some units are placed on 
different floors as well as at the gables of the block and 
thereby have a larger exterior wall area or roof. 

Table 3 provides the surface area and u-values for walls, 
floor, and roof of the existing apartment. These data related 
to the existing condition of the renovation project are used 
as the required input to ICEbear [20] to simulate the energy 
consumption and evaluate the thermal indoor comfort. 

 
Figure 5. Placement of the unit types (the elevation view) 

Unit 1 Floor Roof Windows Walls 
Area (m) 83.74 85.64 21.95 27.54 
u-value 0.66 0.41 2.97 0.60 
g-value - - 0.55 - 
glass LT - - 0.65 - 
frame width - - 0.06 - 
frame spacer 
U 

- - 0.03 - 

window loss - - 0.06 - 

Table 3. The ‘unit 1’ apartment with coherent areas and attributes 

3.3 Empirical Evaluation Results 
For the empirical evaluation we defined 8 cases presented 
in Table 4. These cases correspond to realistic scenario 
typologies that clients and architects deem to be plausible in 
the context of Danish residential renovation. We defined all 
categories of the NeZeR renovation depth typologies, 
however in the Danish context only moderate renovation 
depth is realistic and thus we focused on this for cases 1-5.  

For each case we generated 10 optimal scenarios using 
ASP, and then evaluated these 10 scenarios using ICEbear 
to get the exact KPI valuation (see Table 5).2 The results 
show that this integration is highly effective and practical 
for semantic querying and constrained search (i.e. scenario 
generation with ASP) thus facilitating more effective 
renovation design support. The run-time for generating and 
evaluating 10 scenarios with a combination of typology 
constraints is approximately 9 seconds, with ~30% of run-
time on ASP and ~70% on ICEbear.  

To demonstrate the scalability of our approach with respect 
to semantic querying and constrained-search (i.e. before 
exact KPI evaluation) we ran a second round of 
experiments where we generated 1000 scenarios for each 
case. As presented in Table 6, run-time ranged between 
approximately 5-7 seconds per case. 

                                                        
2 Experiments were run on an Intel Xeon(R) CPU E5-2620 v4 desktop 
computer running Windows 10, with 64 GB RAM and 2.10 GHz 2.10 GHz 
(2) processors 
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Case Illustration Description 

1 

 

Moderate, Replace, (1 side) 
Masonry façade-Brick, Small-scale 
window, with balcony + overhang, 
flat roof, non-ground floor 

2 

 

Moderate, Refurbish, (1 side) 
Masonry façade-Concrete, Large 
scale window, with balcony + 
overhang, flat roof, non-ground 
floor 

3 

 

Moderate, Replace, (2 side) 
Masonry façade-Architect panels, 
Small scale window, with overhang, 
flat roof, non-ground floor 

4 

 

Moderate, Replace, (1 side) Glass 
façade, with balcony as volume 
addition, flat roof, non-ground floor 

5 

 

Moderate, Refurbish, (2 side) Glass 
+ Masonry façade-Concrete, Small-
scale window, with balcony as 
volume addition + overhang, flat 
roof, non-ground floor 

6 

 

Minor, Replace, (1 side) Masonry 
façade-Brick, Small-scale window, 
with balcony, flat roof, non-ground 
floor 

7 

 

Deep, Replace, (1 side) Masonry 
façade-Concrete, Large scale 
window, with balcony as volume 
addition + overhang, flat roof, non-
ground floor 

8 

 

NZEB, Replace, (2 side) Glass 
façade, with balcony + overhang, 
flat roof, non-ground floor 

Table 4. Cases used in the empirical evaluation. 

4 RELATED WORK 
Recent research in building renovation seeks methods and 
decision support systems - DSSs for formulation of upgrade 
strategies, proposing renovation solutions via development 
of efficient renovation scenarios [10]. 

Various DSSs for building renovation already exist [6]. 
Forty-three decision support tools were considered in a 
literature review by the authors [18]. Some of the tools 
encompass the aspect of setting goals for sustainability, 
some focusing explicitly on the discussion of objectives 
among the decision-makers, and the rest providing a fixed 
set of criteria but leaving the weighting of the criteria open 
to the decision-makers. 

The emerging development of new DSSs reflects the 
growing focus on renovation, and the need for efficient 
tools to support dialogue, communication, and decision-
making in the early stages of renovation projects [7]. 
However, the majority of the existing tools in the design 
stage of renovation projects focus primarily to set up, 
evaluate, or optimize the sustainability KPIs [15], whereas a 
few support the decision-makers (in this case the 
architects/designers) to deal with the appropriate selection 
and formulation of the renovation scenarios, exploring an 
enormous “design space” of possible realistic renovation 
actions. Likewise, this entails evaluating the efficacy of 
each candidate design for a range of competing KPIs, using 
computationally expensive simulations (e.g. daylight 
parameters such as Daylight Autonomy, Useful Daylight 
Illuminance etc.), while the renovation scenarios are being 
formulated and generated[15]. 

Case Time to generate  
10 scenarios 
(seconds) 

Time to evaluate 
10 scenarios 
(seconds) 

Total time 
(seconds) 

1 2.80 6.35 9.10 
2 2.41 6.81 9.22 
3 2.83 6.36 9.19 
4 2.79 6.38 9.35 
5 2.97 6.70 9.67 
6 1.59 6,62 8.21 
7 2.91 6.81 9.72 
8 3.02 6.98 10.00 

Table 5. Run-time for generating 10 scenarios (using ASP) and 
evaluating 10 scenarios (using ICEbear) per case. 

Case 1 2 3 4 5 6 7 8 
Time 
seconds 6.14 5.87 6.68 5.71 6.28 4.37 6.54 6.82 

Table 6. Run-time to generate 1000 scenarios. 

5 CONCLUSION 
We have presented a renovation design support system that 
provides formal language NovaDM for quickly defining 
project-specific renovation options (valid combinations of 
subjects, features, approaches), and generates and evaluates 
renovation scenarios under constraints based on an 
integration of Answer Set Programming and ICEbear3. 

Our approach is a significant departure from existing 
optimization approaches in renovation design that deliver a 
small number of similar, optimal designs with no 
intermediate layers of abstraction, and no support in 
analyzing and exploring the diversity of the design space. In 
future work we are looking to utilize regression and 
surrogate methods for capturing more complex 

                                                        
3 A video of our prototype which is developed as a part of a tool named 
PARDIS, can be watched in the following link: 
https://www.dropbox.com/s/rabym5ys3b63thw/PARDIS%200.0.6%20-
%20Demo.mp4?dl=0 



36

relationships between KPIs and expressing these as ASP 
rules for rapid renovation scenario search space 
exploration. This will be particularly valuable when more 
computationally expensive KPI simulators are employed. 
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ABSTRACT 
This project combines surrogate modeling, a supervised 
machine learning technique, to bypass whole building 
energy simulations to enable multi-objective design 
optimization. We applied this method to identify Pareto 
optimal retrofit designs that are energy and cost effective 
for three residential apartments in Lisbon, Portugal. As part 
of our validation of this approach, we compared the 
surrogate model error for these Pareto optimal designs to 
the error in the rest of the design space when compared to 
a detailed energy simulation. Surrogate model error is 
higher towards the minimum and maximum energy 
consumption within the Pareto optimal designs compared 
to the rest of the design space. We also find that in the 
Pareto optimal set some design variable values are near 
their minimum or maximum value, which could be driving 
higher surrogate model error. We propose that future 
research should retrain the surrogate model after 
identifying design variable values of interest from an initial 
optimization run.  
1 INTRODUCTION 
The age and quality of residential buildings in Portugal 
presents a unique opportunity for rehabilitation of the 
building stock. According to the 2001 national census, the 
average Portuguese building is 34 years old and over half 
of residential buildings constructed between 1960-1980 
need some kind of repair [19]. These buildings also predate 
national energy efficiency requirements, introduced in 
1991 for residential buildings and 1998 for commercial 
buildings [8]. So it is not surprising that the vast majority 
of existing buildings lack common energy conservation 
measures, for example among residential buildings, 79% 
lack exterior wall insulation, 89% lack roof insulation, and 
75% have single-glazed windows on the south façade [20].  

To address deficiencies in the Portuguese building stock, 
SusCity: Urban data driven models for creative and 
resourceful urban transitions (SusCity) aims to develop 

and integrate new tools and services to improve energy 
efficiency by focusing on urban interventions in Lisbon, 
Portugal at the Parque das Nações testbed. The project is a 
consortium between 13 government, industry, and 
university partners. In this paper, the SusCity test bed 
serves as a case study to apply computational techniques to 
make retrofit recommendations that can guide policy to 
encourage building energy efficiency.  

In recent years, data analysts and engineers have applied 
machine learning techniques to a variety of problems from 
bioinformatics to online advertising. Applications in 
building performance include mechanical system controls, 
model calibration, and building energy consumption 
[1,14,17]. This research focuses on a general class of 
machine learning techniques called supervised machine 
learning, where paired input and output data train the 
machine learning model. In surrogate models the output 
data is a performance metric obtained from a detailed 
simulation. Other areas of research refer to these models as 
meta-models or emulators.  

One of the most exciting applications of surrogate 
modeling is the potential to apply gradient-based multi-
objective optimization techniques to inform building 
design. The maturation of building energy performance 
simulations and the advent of more powerful computers 
now allow application of design optimization processes to 
inform building design. 

The goal of this research is to apply surrogate models to 
multi-objective optimization to select building retrofit 
designs that balance energy consumption and the capital 
cost, which are two important factors of consideration for 
a residential unit owner. A unique contribution of this work 
is that we compare the surrogate model error for optimal 
designs versus the error in the overall design space. This is 
important for informing how we should train such models 
for computational optimization applications. Though these 
methods rely on the difference in slope of the performance 
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objective, we cannot assume a uniform error between the 
surrogate model and the detailed simulation.  

2 PRIOR WORK 
There is significant research and interest in applying 
computational optimization methods to the building design 
process as it provides a rigorous way to explore tradeoffs 
between large numbers of design options. Evins provides a 
comprehensive review of computational optimization for 
sustainable building design [10]. The greatest limitation is 
the speed of building performance simulations, which 
surrogate models can help overcome.  

There are several examples of applying surrogate models 
for predicting energy performance of newly designed 
buildings. One study used multivariate linear regression to 
build a surrogate model with 27 design parameters as 
model inputs [12]. Another study trained a surrogate model 
from randomly generated floor plates, using 22 form-
related building parameters to train the model [7]. 
Compared to new design, retrofit design is highly 
constrained due to the nature of working within an existing 
building. 

There are two examples of work utilizing Artificial Neural 
Networks (ANN) to bypass building energy simulations to 
predict energy consumption of existing buildings [5,6]. In 
Asadi et al. the ANN model bypasses a model of an 
existing building in TRNSYS, an energy simulation 
engine, and joins with a multi-objective optimization 
algorithm to minimize energy consumption, retrofit cost, 
and thermal discomfort hours.  

This paper builds on previous work by including additional 
retrofit parameters such as air infiltration and lighting, 
which both have significant impact on energy consumption 
[3]. Finally, we compare surrogate model performance for 
optimization results to that in the overall design space.  
3 METHODS 
3.1 Surrogate Model Development 

  
 

(a) Pedro 
Sousa 

(b) João 
Barata (c) Carlos Camelo 

Figure 1. SusCity apartment building energy models visualized 
in OpenStudio. Large shading surfaces omitted for clarity. 

Three SusCity apartments serve as case studies for this 
research, visualized in Figure 1. SusCity project partners at 
the Instituto Superior Técnico (IST) and the Laboratório 
Nacional de Energia e Geologia (LNEG) developed whole-
building energy models in EnergyPlus, which form the 
basis for the surrogate models and calibrated model inputs, 
namely internal gains and occupancy schedules, using 

monitored data for energy consumption in each apartment. 
EnergyPlus is a whole-building energy simulation program 
developed and funded by the U.S. Department of Energy’s 
Building Technology Office and is the industry standard 
building energy simulation platform [21] 

Table 1 summarizes select energy model inputs for the 
three apartment buildings, which represents the existing 
condition. The Pedro Sousa apartment is on the ground 
floor, while the João Barata and Carlos Camelo apartments 
are on the top floor. Ground floor apartments require a floor 
U-factor and top floor apartments a roof U-factor. 
Otherwise, we consider surfaces adjacent to other 
apartment units as adiabatic. The zone heating and cooling 
needs are met by an ideal loads air system in EnergyPlus, 
which corresponds to an ideal VAV terminal unit. In these 
models the capacity is autosized to meet the zone heating 
and cooling demand.  

Model 
Parameter 

Units Pedro 
Sousa 

João 
Barata 

Carlos 
Camelo 

Area m2 47.11 97.97 486.92 
Construction 

Period 
Year 1961-

1990 
1946-
1960 

1991-
2005 

Thermal 
Zones 

No. 6 7 42 

EnergyPlus 
Runtime 

Seconds 9.5 14.1 35.9 

Window-to-
Wall Ratio 

% 29 31 42 

Lighting W/m2 11.5 6.9 3.3 
People m2/person 11.8 16.3 15.2 

Plug Loads W/m2 99.6 85.7 65.2 
Window U-

Factor 
W/m2-K 2.7 2.7 2.8 

Window 
SHGCa 

- 0.7 0.7 0.7 

Wall U-
Factor 

W/m2-K 1.1 3.1 0.5 

Roof U-
Factor 

W/m2-K - 3.9 0.5 

Floor U-
Factor 

W/m2-K 2.2 - - 

Infiltration ACHb 0.9 1.0 0.6 
a Solar heat gain coefficient 
b Air changes per hour 

Table 1. Energy model inputs for SusCity apartments 

The design space for multi-objective optimization 
represents possible retrofits for SusCity apartments. 
SusCity project partners helped to ensure the range of 
performance is realistic for residential construction in 
Portugal. Table 2 summarizes the minimum and maximum 
value for each retrofit parameter. 
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Retrofit Variable Units Min Max 
Window U-Factor W/m2-K 1.1 6.0 
Window SHGCa - 0.35 0.80 

Infiltration ACHb 0.35 1.00 
Wall Insulation m 0 0.12 
Floor Insulation m 0 0.12 
Roof Insulation m 0 0.12 

Lightingc - LED Fluorescent 
a Solar heat gain coefficient 
b Air changes per hour 
c Lighting power calculated individually for each 
apartment based on target illuminance by space type. 

Table 2. Retrofit design variables and ranges. 

In general the steps to build a surrogate model are 1) 
develop a detailed simulation model 2) generate a library 
of results over the design space 3) fit the results to a 
statistical function and 4) test model performance [11]. We 
used EnergyPlus as the detailed simulation engine for this 
analysis..  

For surrogate modeling, we generate data points 
deliberately as opposed to relying on pre-existing data sets. 
Therefore, we can explicitly control the sampling plan for 
the training data set. In general, the surrogate model is most 
accurate near points in the training data set used to build 
the model. Standard practice is to ensure a uniform level of 
accuracy throughout the design space by sampling a 
uniform spread of points throughout the design space [11]. 
One example of such a stratified sampling method is the 
Latin hypercube, where we divide the range of each 
variable into bins and randomly select one value from each 
bin. We used the MATLAB implementation of the Latin 
hypercube, lhsdesign, in the Statistics and Machine 
Learning Toolbox [15].  

Based on prior study of surrogate model regression 
techniques, we used the Kriging technique due to high 
accuracy and fidelity for predicting building energy 
consumption [2,4]. We trained the surrogate model from 
the total energy consumption, which is the sum of heating, 
cooling, interior lighting, and interior equipment loads 
calculated from a detailed simulation. The total energy 
consumption is also an objective in multi-objective 
optimization. 
3.2 Retrofit Cost Model 
In addition to total energy consumption, retrofit cost serves 
as a second performance objective in multi-objective 
optimization. Gerador de Precos, an online software tool 
for estimating engineering and construction costs in 
Portugal, provided the retrofit cost all design variables 
except lighting [9]. The reported cost includes estimates for 
surface preparation, installation, and materials. Figure 2 
shows how retrofit cost varies by performance for each 
design variable.  

We treated the cost of each design variable as independent 
of one another except for window U-value and SHGC. To 
prevent double counting the cost of window replacement, 
for a given retrofit design we compared the window U-
value and SHGCC to those of windows in Gerador de 
Precos and assigned the cost with the minimum Euclidean 
distance. For infiltration, Gerador de Precos provided three 
levels of weatherization by sealing window frames based 
on linear feet. We approximated these three levels of 
rehabilitation to three air infiltration rates and computed 
the total cost per apartment based on the total perimeter of 
glazed openings. 

 
Figure 2. Relationship betwee design variable performance and 

retrofit cost in Lisbon [9]. 

For other design variables, we fit a continuous function 
between data points obtained from Gerador de Precos to 
interpolate the cost for any value within the retrofit design 
space, summarized in Table 3. Although the continuous 
functions have high values for the correlation coefficient, 
i.e. greater than 0.9, there are few data points in Gerador de 
Precos for the retrofit cost of infiltration.   

Retrofit 
Variable, 𝒙𝒙 

n Continuous Function, 
𝒚𝒚(𝒙𝒙) 

R2 

Infiltration 3 𝑦𝑦(𝑥𝑥) = 8.35𝑥𝑥,-../ 0.99 
Wall Insulation 41 𝑦𝑦(𝑥𝑥)

= 292.20𝑥𝑥 + 49.57 
0.99 

Floor Insulation 16 𝑦𝑦(𝑥𝑥)
= 317.57𝑥𝑥 + 4.83 

0.97 

Roof Insulation 32 𝑦𝑦(𝑥𝑥)
= 298.53 + 34.44 

0.94 

Table 3. Continuous functions to interpolate retrofit cost. 

We obtained the cost of an LED lighting replacement from 
IKEA Portugal summarized in Table 4 [22]. We selected 
the minimum number of LED lightbulbs to meet the 
required lumens for each space type in each apartment. 

The total retrofit cost is the sum of the cost of each 
individual design variable and is an objective for multi-
objective optimization.  

Window U−Value

SHGC

Infiltration

Wall Insulation Thickness

Floor Insulation Thickness

Roof Insulation Thickness

Window U−Value

1 2 3 4 5 6
40
60
80

100
120
140

Wall Insulation Thickness

0.05 0.10 0.15 0.20
60
70
80
90

100
110

(W/m2-K)

(m)

SHGC

0.2 0.4 0.6 0.8
40
60
80

100
120
140

Floor Insulation Thickness

20

30

40

0.05 0.10 0.15 0.20

(-/-)

(m)

Infiltration

0.4 0.6 0.8 1.0

25

50

75

Roof Insulation Thickness

50

60

70

80

0.05 0.10 0.15 0.20

(ACH)

(m)

(€
/m

2 )

(€
/m

2 )

(€
/m

)

( €
/m

2 )

(€
/m

2 )

(€
/m

2 )



40

Lumens Power (W) Cost (€/bulb) 
400 5 4 
600 8 8 

1000 13 10 

Table 4. Lumen, average power, and average cost of LED 
lightbulbs from IKEA Portugal [22].  

3.3 Multi-Objective Optimization 
The overall goal is to find retrofit designs that are both 
energy efficient and cost effective. We used computational 
optimization methods to identify combinations of variables 
in Table 2 that minimize total energy consumption and 
total retrofit cost. In multi-objective optimization, rather 
than a single optimum solution, the result is a set of 
solutions called the Pareto set or Pareto front. For designs 
in the Pareto set, the performance of one objective cannot 
improve without sacrificing performance of another. We 
used the MATLAB implementation of the genetic 
algorithm, gamultiobj, in the Global Optimization Toolbox 
with a function tolerance of 1e-4 to search the design space. 
The optimization solved for the minimum of total energy 
consumption and total retrofit cost subject to an inequality 
constraint of the minimum and maximum value for each 
design variable listed in Table 2.  

Computational optimization algorithms traditionally 
evaluate thousands of design combinations before 
converging to the Pareto set. For each iteration, the 
algorithm must evaluate the performance objective, one of 
which is output of a building energy simulation. For the 
SusCity apartments, each simulation takes between 10-30 
seconds to compute, which is still too computationally 
expensive. The surrogate model for each apartment, as 
described in Section 3.1, allows the optimization to bypass 
direct energy simulations and predict total energy 
consumption in a fraction of a second, greatly accelerating 
the search for Pareto optimal designs.  
3.4 Model Error 
We can use multi-objective optimization because we used 
a Kriging surrogate model to bypass detailed energy 
simulations. This approach is only reasonable if the 
surrogate model is accurate relative to the detailed 
simulation. We computed global surrogate model error as 
the coefficient of variation (CV) of the root mean square 
error (RMSE). We define RMSE in Equation (1) where 𝑁𝑁 
is the number of design points, 𝑦𝑦8 is the simulated 
performance, and 𝑦𝑦98 is the predicted performance [16]. The 
CV is the RMSE divided by 𝑦𝑦:, the mean value of simulated 
performance, and allows us to compare surrogate model 
error among different groups.  

RMSE = ?
1
𝑁𝑁
@(𝑦𝑦98 − 𝑦𝑦8)-
B

8C.

 (1) 

 

CV =
RMSE
𝑦𝑦: × 100 (2) 

Prior work suggests that the error is higher at the extremes 
of the design space for a linear-regression based model 
[13]. We compared surrogate model error relative to the 
detailed simulation for Pareto optimal designs and the 
whole design space for each SusCity apartment. We then 
evaluated the distribution of Pareto optimal retrofit 
variables to see if extreme values in the design space could 
be driving model error.  
4 RESULTS AND DISCUSSION 
4.1 Existing Building Energy Consumption 
To better understand the results from multi-objective 
optimization, Figure 3 breaks down the energy 
consumption by end use for each apartment building. In all 
three apartments, interior equipment loads dominate, 
constituting as much as 76% of total energy consumption. 

None of the retrofit options considered in this study address 
the interior equipment loads, which limits performance 
improvements. The apartments differ in the relative 
contribution of heating, cooling, and lighting energy 
consumption. The second largest contributor to the total 
load, is heating energy in the Pedro Sousa apartment but 
cooling energy in the João Barata and Carlos Camelo 
apartments. Overall, interior lighting represents the 
smallest contributor to total energy consumption.  

 
Figure 3. Breakdown of energy consumption by end use for 

existing apartments. 

4.2 Multi-Objective Optimization 
Figure 4 shows the resulting Pareto optimal designs as well 
as a stratified sample within the design space for each 
apartment. The Pareto optimal designs for each apartment 
are the result of approximately 7,000 evaluations of the 
surrogate model as part of the genetic algorithm. Using a 
detailed energy simulation that takes 10-30 seconds per 
iteration, each plot would take 1-3 days to produce. Each 
iteration with a Kriging surrogate model takes 0.0006 
seconds, so each plot took less than 4 minutes to produce. 

Carlos Camelo

João Barata

Pedro Sousa

0% 25% 50% 75% 100%
Percent of Total Energy Use

Heating Cooling Interior Lighting Interior Equipment
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The results show that some retrofits within the design space 
result in increased total energy use relative to the existing 
building. However, all the Pareto optimal designs use less 
energy than the existing building. The normalized total 
energy use and retrofit cost vary by apartment. 

 
Figure 4. Multi-objective performance for a stratified sample 

and Pareto optimal designs for each SusCity apartment. 

4.3 Model Error 

 
Figure 5. a) Surrogate model predictions (b) percent difference 

as a function of simulated energy use.  

Figure 5a shows the surrogate model predictions for total 
energy use relative to a detailed simulation in EnergyPlus 
for a stratified sample in the design space and the Pareto 
optimal designs. The ideal case is when the surrogate 
model prediction exactly matches the simulated value and 
is represented by a solid line with a slope of 1. Dashed lines 
representing ±1% of the ideal case are included for 
reference. Figure 5b shows the percent error as a function 
of the simulated total energy use to give a sense of how 
error varies through the design space. Surrogate model 
error in Pareto optimal designs tends to be higher for 
extremely low and high values of total energy represented 
in that set of designs. Error within the design space can also 
be higher at extreme values for energy use – such as the for 
energy use larger than 500 MJ/m2 in the Joao Barata 
apartment. Generally, the percent error within the design 
space oscillates around 0%. Interestingly, for the similar 

values of total energy use, the Pareto optimal design will 
generally have a larger percent difference relative to the 
design space. 

 
Figure 6. Global model error for a stratified sample and Pareto 

optimal designs for each SusCity apartment. 

Figure 6 shows the CV of the RMSE for a stratified sample 
within the design space and Pareto optimal designs for each 
SusCity apartment. For all three apartments the CV is 
higher in the Pareto optimal set than the general design 
space. This is consistent with the results found in Figure 5, 
that surrogate model error is higher in the set of Pareto 
optimal designs. 

The results show that the distribution of values for each 
design variable varies among the three apartments. Several 
variables have a bimodal distributions, meaning that the 
optimal designs are highly concentrated at their minimum 
or maximum such. These extremes are likely driving the 
higher surrogate model error for Pareto optimal designs 
observed in Figures 5 and 6.  

 
Figure 7. Distribution of design variable values for the Pareto 

optimal set for each SusCity apartment.  

Figure 7 shows the distribution of design variables in the 
Pareto optimal set as a violin plot. This type of plot is 
similar to a box plot in that it shows the range of values, 
but the shape and width is reflective of the probability 
density of the data at different values. The y-axis scale 
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reflects the minimum and maximum value of each design 
variable from Table 2.  

This suggests that current practice of stratified sampling for 
training surrogate models is inadequate for applications to 
optimization, because we are not interested in a uniform 
error throughout the design space. In the case of 
optimization, we are seeking out extreme design values to 
minimize performance objectives, which increases the 
error of the surrogate model. The challenge is we do not 
know the relationship between design variable values and 
the performance objectives a priori. An approach for future 
research could be to use optimization outputs to retrain the 
surrogate model in a narrower region within the design 
space. This approach to adaptively update the surrogate 
model has precedent in optimization literature [18]. 
5 CONCLUSIONS 
In this research we combined surrogate modeling with 
multi-objective optimization to identify energy and cost-
effective retrofits for three residential apartments in 
Lisbon, Portugal. To validate this approach, we reviewed 
the surrogate model error as a function of the simulated 
value for total energy and found a higher magnitude of 
percent error for extremely high or low values. Reviewing 
the global surrogate model error showed that designs in the 
Pareto optimal set had higher values of CV, meaning these 
predictions have greater variance. Further work should 
explore alternative approaches to sampling and training the 
surrogate model to reduce error for the Pareto optimal 
designs, which is the value of interest for multi-objective 
optimization.   
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ABSTRACT 
The building sector consumes more than 33% of global 
energy use and around 50% of electricity consumption, and 
is responsible for one third of global carbon emissions [1]. 
Envelope and windows alone impact over 50% of energy 
loads in buildings [2]. Thus, understanding building 
envelopes’ thermal performance is critical to the application 
of energy efficiency retrofits. Through detecting main 
envelope thermal deficiencies and areas of deterioration, 
suitable energy management measures can be effectively 
determined. While simulation models are considered as 
reliable tools to understand building energy performance, 
they rely significantly on assumptions related to envelope 
performance [3,4]. The main contribution of this paper stems 
from the proposed analysis framework, which integrates 
Unmanned Aerial Vehicles (UAVs) equipped with thermal 
cameras in estimating thermal transmittance properties of 
existing building envelope, specifically opaque walls, and 
using these data to calibrate energy simulation models for 
better predictions. Results revealed a significant increase in 
the accuracy of heating energy use prediction during winter 
months. With the proposed workflow, simulation errors were 
reduced from over 20% to less than 1%.  
Author Keywords 
Aerial Thermal Mapping; Energy Simulation; Drones; 
Thermal Transmittance; Energy Efficiency.  

ACM Classification Keywords 
Building Energy Simulation; Experimentation; 
Performance. 

1 INTRODUCTION 
Building envelopes play a major role in energy consumption, 
as they account for 25% of total energy use [5]. Yet, envelope 
improvements can impact around 57% of commercial 
buildings’ energy use and 42% of residential energy use [1]. 
Thermal transmittance of buildings’ envelopes (also known 
as U-value) is considered one of the key properties that 
directly affect a buildings’ energy use [6,7]. On the other 
hand, an envelope’s thermal transmittance is not consistent, 

as its thermal properties change significantly over time with 
respect to surrounding environmental conditions, building 
maintenance and level of deterioration in materials’ 
conditions. It was previously estimated that designed U-
values are reduced over time by around 50% or more post 
occupancy [8]. As a result, this can potentially affect 
modeling and predicting of energy use for post occupancy 
conditions.  

Infrared thermography (IR) has recently gained significant 
interest as a reliable tool to analyze building envelopes’ 
existing thermal properties qualitatively. This in addition to 
the ability of identifying insulation damages. Envelope 
thermal inspection using hand held IR camera is one 
common way to identify potential heat losses and areas of 
deterioration [9,10]. However, this process can be time-
intensive in situations where the building skin has a 
relatively large surface area. This paper examines and 
validates the applicability of utilizing UAVs equipped with 
IR camera to estimate building envelope’s thermal 
transmittance. The main objective of this work is to 
demonstrate how this method can be used to simulate and 
predict heating energy use more accurately. To verify the 
applicability of this approach, the paper analyzes two 
different scenarios: energy use prediction depending solely 
on designed U-values, and after estimating U-values from 
the envelope’s thermal mapping. The two scenarios are 
compared against metered energy use to estimate how this 
method can be deployed to inform building energy 
simulation models.  

2 METHODS 
There has been a growing interest in the use of drones in 
surveillance, and most recently building inspection [11]. 
their efficiency lies in the ability to collect high-resolution 
data that is time efficient with minimum human labor [12]. 
Using aerial thermography provides a comprehensive 
overview of envelope heat flow as temperature data are 
collected over the same timeframe, which as a result has a 
bigger advantage over the point-based data method.  The 
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proposed framework of estimating u-values using aerial 
thermography is developed through four main steps, as 
illustrated in figure 1 below. In the proposed framework, we 
first utilized UAVs equipped with IR camera in the data 
collection process. Collecting such data will aid in revealing 
issues such as insulation deficiency, heat losses as well as 
overall performance of existing conditions. In the following 
step we applied thermal imaging analysis to investigate 
envelope’s thermal performance through surface 
temperature examination. Using temperature differences 
between indoor and outdoor, we numerically estimate the 
envelope thermal transmittance [9]. Finally, we integrated 
calculated U-Value into an energy simulation model to 
estimate heating energy use for the winter months.  

 
Figure 1. Analysis framework and methods used. 

3 EXPERIMENTAL STUDY 
An academic building on the MIT campus in Cambridge, 
MA, is tested for the proposed analysis framework. The 
selected building’s envelope was recently renovated to 
incorporate materials with lower thermal transmittance to 
improve energy efficiency (Figure 2). In this study, we used 
An Inspire 1 drone by DJI, equipped with a FLIR Zenmuse 
XT thermal for data collection.  

 
Figure 2. Envelope condition prior to retrofitting 

The accuracy of data collected from the thermal flight is 
strongly dependent on two main factors: flight procedures 
(flying method) and outdoor climate conditions. According 
to Snell & Spring [13], for more accurate measurements, 

there should be a minimum temperature differences of 10 ºC 
between the indoors and outdoors. Thus, we conducted the 
flight during the early morning of March 31st, 2018 with an 
outdoor temperature average of 8 ºC. There are numerous 
flight methods while using UAVs in thermography analysis. 
From reviewed literature [11], we used the strip method for 
data collection. This method is based on flying the UAV in 
vertical and horizontal strips perpendicularly facing each 
façade as illustrated in Figure 3 below. We calculated the 
flying distance from the façade based on the camera’s angel 
to ensure 90% overlap for each image captured.  

 
Figure 3. Flying method used for data collection (grid pattern with 

90% overlap). 

Next, over 500 images were captured and analyzed for each 
façade using FLIR analysis tool, as shown in Figure 4. From 
this analysis we identified surface temperature variation in 
each façade to identify areas of thermal deficiencies and heat 
losses. The subsequence stage of the analysis is based on 
measuring heat flow as well as indoor and outdoor air 
temperature differences. In heat flow calculation, we 
included thermal conduction, convection and radiation 
driven by temperature differences between the indoors and 
outdoors. The average indoor temperature used in the 
calculation represented typical set points for different spaces 
(classrooms, conference rooms and offices). Surface 
temperature indoors was measured using a hand-held 
thermal camera for each façade instantaneously with the 
outdoor measurements captured by the UAV’s IR camera. 

  

  
Figure 4. Sample of thermal imaging analysis 
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In order to calculate U-values, we  used the convection 
coefficient (hc) derived from Tanner et al. [14] standardized 
value of = 8.7 W/m2K. The overall heat transfer coefficient 
is calculated using equation (1) as follows: 
 

!"#$%&'	)	$*,,-./	01	($,-)$*,,-)

$*,,-)$*,456
     (1) 

Where: 
𝜀𝜀 is the emissivity on the spectrum ranging between 0.1 and 
1.0, 𝜎𝜎	is Stefan-Boltzmann constant that equals to 5.67e-8 
W⋅m−2⋅K−4, hc is the convection coefficient, Tref is the 
reflected temperature, Ts,in is internal surface temperature, 
Tin is the indoor ambient air temperature and Ts,out represents 
external surface temperature.  

Although wind speed has an effect on convection coefficient 
estimations, we estimated thermal transmittance numerically 
depending solely on temperature variation between the 
indoors and outdoors.  

Thermal transmittance of each façade is calculated 
separately by averaging 500 temperature readings in each 
façade to calculate the overall U-value of the façade. We 
calculated areas that are classified as thermal bridges with 
respect to their average area to the total façade’s area using 
equation (2):  

Uavg = 𝑈𝑈; ∗ 	 =>
=>/=?

+ 𝑈𝑈A ∗ 	 =?
=>/=?

     (2)  
Where:  
U1: U-value calculated for thermal bridge area 
U2: U-value calculated for total façade area 
A1: Area of the thermal bridge 
A2: Non-thermal bridge area.  

To examine the applicability of thermography analysis, we 
developed an energy simulation model in EnergyPlus and 
incorporated calculated U-values to model heating energy 
use for two cases. First, an energy model that involves 
envelope parameters based on retrofitting specifications. A 
second case that uses U-values calculated from the thermal 
mapping. Then we compared the two cases against metered 
energy use data to examine the reliability of the proposed 
analysis framework.  

4 SIMULATION VERIFICATION 
A previously developed detailed whole building energy 
model for the studied building was utilized for this analysis. 
The model, graphically represented in Figure 5, was 
generated at the time of building renovation. All envelope 
thermal performance parameters, internal load densities, 
operating schedules, lighting power and mechanical system 
inputs in the energy model were based on the design 
drawings and specifications. 

  
Figure 5. Graphic rendering of the previously developed energy 

model (left) and building photograph post renovation (right) 

Using the methodology discussed above, the U-Values of 
exterior walls of the building were numerically estimated 
based on the data collected by a thermal flight. Table 1 
compares these properties with the as-designed values based 
on design specifications that were previously assumed as 
inputs in the energy model.  

Exterior Wall U-Value (Btu/hr-ft2-℉) 

Orientation  Designed 
Opaque 

Calculated 
Opaque 

Designed 
Fenestration 

SE, SW 

0.053 

0.282 

0.361 W 0.203 
N, NE 0.142 
E 0.192 

Table 1. As-designed and estimated wall U-Values 

Figure 6 compares the simulated winter heating energy use 
from the previous model with the updated model results after 
incorporating calculated estimates. These results are 
juxtaposed against the actual metered heating energy post-
renovation and show that the model error reduced from over 
20% with previous assumptions (yellow and black lines) to 
less than 1% with current estimates (green and black lines). 

 
Figure 6. Comparison of metered and modeled heating energy use 

5 DISUCSSION AND CONCLUSION 
This paper aspires to initiate a framework by which building 
retrofitting design is informed through a substantial 
alteration in the methods and modes of performance 
evaluation. The innovation aims to be on multiple fronts: the 
use of UAVs makes evaluators experience substantially 
more limited physical barriers. This is especially evident 
when accessing multiple buildings and not relying on single-
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frame images for inspection; developing 3D models that 
designers are able to interact and engage with in terms of 
developing solutions for building vulnerabilities, and finally 
targeting compromised areas and designing retrofits to 
address directed, and efficient building skin issues. The 
presented workflow has demonstrated significantly reduced 
errors, and further work should demonstrate its applicability 
(and limitations) in other climates and more sophisticated 
built environment situations. 

Typical energy audits face multiple challenges that the 
proposed workflow can address, including i) inaccessibility 
to areas such as roofs, ii) significant time-consuming 
inspection activities, with possibility of human error, and iii) 
unsafe and life-threatening settings for detailed inspection. 
These difficulties in the auditing process create challenges 
for supporting whole Building Energy Modeling (BEM) 
practices, and do not inform retrofitting design decisions 
accurately when accounting for construction defects or 
degradation. In addition, current retrofit BEM tools face 
multiple barriers, including time consumption and labor 
intensity due to manual modeling and calibration processes. 
Therefore, there is a need to provide institutions, developers 
and owners with the means to examine buildings safely, 
accurately and rapidly to build reliable simulation models 
that inform precise and directed retrofitting design to achieve 
target savings from existing building envelope 
improvements. 

Future work should further validate the use of UAVs to 
examine buildings to build reliable models that inform 
directed retrofitting design. This validation process should 
include advanced statistical methods to verify the reliability 
of the models, including measuring errors accurately (using 
Root Mean Square Error (RMSE) or other robust methods). 
The process should also expand to measure heat transfer 
anomalies in other building components other than walls, 
such as windows and roofs. Finally, the presented process 
should be incorporated in BEM frameworks to build 
simulation models that better represent the existing built 
environment, rather than estimate performance. The process 
should prove most-useful in the context of multiple 
buildings. The workflow can then be used as tool to identify 
the most effective retrofitting solutions at the neighborhood 
scale, in a fraction of the time that would have been used to 
assess multiple buildings using traditional means of building 
performance inspection. 
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Ayoub Lharchi, Mette Ramsgaard Thomsen and Martin Tamke

Centre for IT and Architecture (CITA), Copenhagen, Denmark, alha@kadk.dk

ABSTRACT
Nowadays digital tools support architects, engineers and con-
structors in many specific tasks in the construction industry.
While these tools are covering almost all aspects of design
and manufacturing, the planning and design for the assembly
of buildings remain an unexplored area. This research aims to
lay the foundations of a new framework for the design for as-
sembly in architectural applications entitled Assembly Infor-
mation Modeling. In practice, it is a central digital model con-
taining the structure architectural design, construction details,
three dimensional representations, assembly sequences, issue
management and others. This framework forms the base for
a multitude of novel applications for assembly design, plan-
ning and execution, such as assembly simulation and strate-
gies communication, problem detections in the early design
phases and interdisciplinary coordination. This paper de-
scribes the specifications of the digital assembly model and
illustrate two use cases: collaborative assembly design using
AEC cloud-based platforms and Augmented Assembly using
Augmented reality devices.

Author Keywords
Design For Assembly; Digital Model; Assembly Modeling

1 INTRODUCTION
For an extended period, many architectural systems were
strictly restricted in their general topology and geometrical
differentiation because of both technical and economic fac-
tors [11]. These limitations increased the need for a toolbox
that is adapted for complex geometries and led the architects
and engineers to search and develop an entirely new set of
methods and tools for design and manufacturing [3]. Today
digital tools form the basis of nearly all design, construction,
fabrication and management tools in all professions related to
the building industry [13].

Overall, computational design tools and digital fabrication
processes enabled a higher degree of differentiation between
the elements in a single structure [11] and it became possi-
ble to design and manufacture large-scale freeform shapes.

SimAUD 2019 April 07-09 Atlanta, Georgia
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However, this new shape emergence posed significant chal-
lenges in terms of communication, fabrication, and assembly
[9]. Although there are many attempts to standardize the in-
formation modeling and data sharing between the different
interdisciplinary partners within one project [12], there are
more issue that can rise and are not covered by traditional
approaches such as Building Information Modeling (BIM).

This research aims to fill the existing gap in the design for
assembly field, by suggesting a novel approach for handling
assembly information in a construction context. By combin-
ing computer science techniques and design practices from
other disciplines, this project defines in a first step a scheme
by which professionals can describe, analyze and communi-
cate assembly information.

This digital model forms the base for a multitude of novel
approaches for assembly design, planning and execution (fig-
ure 1): now detailed digital assembly information can be
shared and discussed between partners through cloud-based
platforms, assembly sequences can be generated and opti-
mized with the help of algorithms and new human-machine
interfaces such as augmented reality can be used to assemble
constructions. Finally, the model presents the base for future
robotic assembly.

Figure 1. Potential Applications of Assembly Information Modeling

2 DESIGN FOR ASSEMBLY IN ARCHITECTURE
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A proficient assembly planning should be part of any success-
ful design. This can reduce assembly time, allow flexibility
and improve the quality and reliability of the final product
[15]. Design for Assembly (DfA) is a well-established prac-
tice in other disciplines since the 80s [2], especially in indus-
trial and mechanical design. It is often combined with Design
for Manufacturing (DfM) techniques in order to optimize the
manufacturing and assembly within industrial applications.
DfA aims to have a full understanding of the assembly pro-
cess and to extract principles that influence the design itera-
tions. In general, it involves two crucial steps: minimization
of the number of the separated parts that constitute the global
structure (figure 2), and the improvement of the “Assembla-
bility” of the remaining parts [2]. Research has been con-
ducted on assembly planning, little focus was however set on
the integration of questions of assembly in the design phase
[14]. Furthermore, the existing approaches to DfA are all
rooted in industrial fabrication processes for e.g. machines
and consumer products, which makes it difficult to have a
direct transfer of these to an architectural context due to ma-
terial and scale considerations.

Figure 2. Pieces number reduction for optimized Assembly
[2]

3 ASSEMBLY INFORMATION MODELING
An Assembly Information Model (AIM) as described here is
a digital framework directed for application in building pro-
cesses, that aims to include all the necessary data to describe
precisely an assembly sequence and at the same time to bridge
the different authoring tools used by the stakeholders. The
model specifications are freely available online and are cov-
ering most of the common needs in a typical architectural
assembly planning process, but can be extended as well if
needed. In order to assure high interoperability between dif-
ferent software package, the implementation presented in this
paper is intentionally software agnostic and is using exclu-
sively open source libraries to allow an eventual use in com-
mercial software.

The AIM implementation we propose is composed of the fol-
lowing elements:

• A library called AIM.Core defining the basic functions and
managing the input (geometry and meta-data) and output
(files, documentation, etc.).

• A set of plug-ins for different host CAD systems. Each
plug-in uses the geometric capabilities of the host software

and the AIM.Core library to generate an Assembly model
(.adm).

The AIM.Core library was written in C# [5], which is a
powerful object-oriented language and using the .NET Core
Framework, which in itself is a further approach to ensure
a cross-platform compatibility. For demonstration and test-
ing purposes an AIM.GH - plug-in for the Grasshopper [10]
environment was developed. Additional plug-ins to generate,
read and manipulate the assembly model can be written easily
by persons with a certain knowledge of the host application
API, using any .NET programming language [8].

The full model specifications and the implementations source
code are available online at: https://www.github.com/
ALharchi/AIM

The digital model is composed of the following classes:

3.1 Elements
An element refers to any physical element in the structure.
It can be either a part of the structure (beam, column) or a
fastener (bolt, screw, etc.). The model stores the defined po-
sition, orientation and the geometry of all the elements. For
each one, there is a corresponding file containing the geom-
etry. Depending on the modeling approach and the software
used, a NURBS or MESH description is used. If the used
software support both NURBS and Mesh geometries, dual
representation can be enabled, and both geometries represen-
tation will be stored to maximize the interoperability. The
NURBS is stored in a .STEP file, while the MESH is in a
.STL file.

For similar elements, only one file (or two if dual representa-
tion is enabled) is used to reduce the model size and memory
usage.

3.2 Transformations
Transformations are the sequence of geometrical operations
that are necessary to get an element from the entry position to
the final position. The entry position can be any safe position
without collision or obstacles (on the ground for example).
The final position corresponds to the correct spatial location
and orientation within the structure. Two main types of trans-
formations are defined using simple mathematical concepts:

• Translation: Linear movement in space, defined by a three-
dimensional vector.

• Rotation: Circular movement defined by a rotation plane
and a rotation angle (expressed in radian).

Using these two transformations, complex spatial movements
can be described. When loaded, the appropriate AIM plug-
in will convert it to match with the software native spatial
library.

3.3 Components
Elements are grouped together in components. Typically, one
component includes several parts and the necessary fasteners.
Single-element components are also possible. Transforma-
tions can also be assigned to components.
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3.4 User Manipulation Zone (UMZ)
The user manipulation zone is the necessary area to operate
during an assembly step. It is represented by a sphere defined
by radius from the fastener element.

3.5 Joints
Joints define the relation between two or more elements (fig-
ure 3). The order or the Assembly Sequence (AS) is specified.
Each joint is expressed in the necessary number of transfor-
mations.

PART 01

PART 02

JOINT SOLUTION 
SPACE

INSERTION DIRECTION

SOLUTION SPACE

Figure 3. Joints in space with vectors

3.6 Issues
Issues are problems concerning the assembly process that
needs to be communicated. It can be either manually defined
by the user during the model creation or automatically raised
later by the computation engine (as described in 4).

Issues are divided into categories according to the severity
and impact on the assembly process:

• Critical: The assembly is impossible.

• Moderate: The assembly is partially possible.

• Suggestion: The assembly is possible, but can be im-
proved.

Every issue is linked to the user that created it, which can be
used later for an issue management platform (see 6.1).

3.7 Documentation
Technical drawings of the different elements can be automat-
ically pre-generated and included in the digital model. They
are saved in PDF and PNG format (figure 4).

4 MODEL COMPUTATION
One of the main benefits of the assembly modeling approach
is to have all the information in one single model, which facil-
itates any desired analysis or computation. The model com-
putation helps to detect issues in the assembly process in the
early stages. Although some of these problems can be de-
tected using 4D simulation of the construction process, the
adoption of such techniques remains very slow [4]. They are

Figure 4. Example of documentation included in the model

usually related to the geometry of the elements [6], for ex-
ample, if the parts cannot be assembled because of incompat-
ible joints, collision with other elements or due to a wrong
assembly sequence order. The problem can also be related
to logistics: the assembly is possible in theory but very dif-
ficult or impossible to realize in practice. This is often the
case if there are some unpredicted constraints on site, such
as a smaller crane (only one insertion direction; from above)
or existing construction that would prevent the spatial move-
ment of large elements.

Since the AIM.Core does not include any geometrical kernel,
the model computation is executed on the software side (using
the adequate AIM plug-in).

4.1 Mathematical Conflict Detection
Using the information embedded within the joint definition,
issues in the assembly sequence can be detected. Before us-
ing computationally expensive Boolean operations to detect
collisions, the joints design space are evaluated and conflict-
ing solutions are flagged.

4.2 Physical Collision Detection
Using the transformations, every element in the model is in-
terpolated from the initial entry position until the final posi-
tion within the structure. The computational Engine is detect-
ing any collision between the current part, and all the previ-
ously placed parts during the assembly operation (figure 5).
If there is none, the part is marked as safe; otherwise, an issue
is raised and recorded in the model as well. A custom colli-
sion detection algorithm had to be written based on the exist-
ing Boolean operations available in the HCS. The issue with
the existing collision detection methods is that they flag two
touching solids as intersecting, while in an assembly context,
it is accepted or necessary within certain tolerances (such as
sliding an element in between two already placed elements).

4.3 Fabrication Constraints
The user can provide additional information about the avail-
able logistics. This is intended to be used in coordination and
assembly sequence evaluation. All the existing constraints or
construction on site are stored within the model. An abstract
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Figure 5. Transformation interpolation from entry to final position.

representation (reduced mesh) is used to reduce the model
size.

5 FILE FORMAT
The Assembly Digital Model (ADM) is intended to be used
for various applications (see section 6). It is crucial to em-
bed all the information within one comprehensive to allow the
desired interoperability. Furthermore, one self-contained file
facilitates the exchange with cloud-based platforms, robotic
interfaces and other devices. According to the specifications,
the information is divided into three categories:

• Geometry data: This includes the elements’ geometry. It is
a collection of STEP and STL files.

• Graphical data: Technical drawings (PNG or PDF).

• Meta-data: Further data, which provides additional infor-
mation about the geometry (transformations, issues, joints
etc.), relationships to overall project, related models, pro-
cesses etc.. The metadata is plain text.

The ADM is open-source and the implementation uses freely
available libraries that are running on the three majors oper-
ating systems (Windows, Linux and MacOS).

5.1 ADM Container
The ADM container we propose is new file format that uses
the extension .adm. It is a compressed ZIP file that encapsu-
lates the geometry and graphical files and one single database
for the meta-data (see section 5.2). The files are organized in
hierarchy using folders (figure 6).

Every element is stored in separated file to allow a quick
loading for single elements and to facilitate the replace-
ment/adjustments.

5.2 Meta-Data storage
It was necessary to define a way to store the metadata that
is flexible enough to allow an integration of interlinking data

filename.adm
         data.db
         geometry/
              part_01.stp
              part_02.stp
              fastener_01.stp
              ...
         docs/
              part_01.pdf
              part_02.pdf
              ...

Figure 6. Hierarchy in the .adm file

with the possibility of complex queries. The most commonly
used format for this purpose are relational databases and text
storage format such as JSON (JavaScript Object Notation)
and XML (Extensible Markup Language). While XML and
JSON offers the advantages of being human-readable, in this
case most of the processing is automated. Therefore the ad-
vantage was given to organization querability.

For this purpose, we chose to use a relational database be-
cause it is allowing the definition of relations between ele-
ments, that once in the system, can be queried using a spe-
cific language SQL (Structured Query Language). Common
operations queries are already provided with the model and
the user can easily write his own query if needed. Among the
different relational database systems, we chose to use SQLite
because of its advantages as it is a serverless database system
so it does not need a server and the generated file can be ma-
nipulated directly within the different application (table 1).

6 APPLICATIONS
As we describe a general approach to formalise assembly in
a digital model, many promising areas of applications can
be imagined. For example the ADM can be a unified base
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Table 1. Comparison of relational database systems
[7]

for communication between different stakeholders, engineers
or architects can receive instant feedback on their assem-
bly strategies through further computation or analysis of the
ADM, as the ADM can provide detailed data for robotic as-
sembly.

In this research, we evaluated our approach with two areas
of applications, which require an effective communication of
assembly strategies and operate at different design stages.

6.1 Collaborative Design for Assembly
The collaborative design for assembly is a platform for the
communication, viewing and discussion of assembly data. A
web-based platform uses the ADM and makes it available to
the different stakeholders with a powerful built-in 3D viewer.
The requirement was to create an integrated platform that
would run on most modern web browsers without the need of
any additional plug-ins. This would include mobile devices
such as smartphones and tablets for eventual on-site usage.
The presented platform utilize the Autodesk Forge cloud ser-
vices [1]. We used the Forge Viewer API and Model Deriva-
tive API. The application backend was written in ASP.NET
using the .NET Core framework; meanwhile, the front-end
was mainly in HTML, CSS and JavaScript.

One user can upload an ADM file that is processed by the Au-
todesk Forge cloud, translated into SVF format. Afterwards,
the assembly information is injected into the 3D model. The
model is then made available for all the users of the platform
for editing and viewing (figures 7 and 8).

Figure 7. Individual elements management

6.2 Augmented Assembly

Figure 8. 3D Viewer

Using the ADM model, it is possible to extract step by step in-
formation, which guides a user through an assembly process.
Augmented Reality (AR) devices are particularly adapted for
this usage as they allow overlaying a digital input onto the
user view and thus align the relevant information to the ob-
jects of interest [16]. Our tests show (figure 9) that empow-
ered an AR device, an inexperienced user can assemble com-
plex structures without any previous knowledge or training.

The Augmented Assembly interface was implemented for
the head mounted device Microsoft Hololens. Using the au-
tonomous self-tracking features, it was possible to track the
user in the space and display assembly information that over-
lap with the environment (figure 10). The software running
on the Hololens was developed using the Unity 3D Game En-
gine in C#. The assembly sequence was displayed to the user
in sequential order. The assembly was animated in a way that
the user can distinguish clearly the orientation of the element
as well as the necessary transformations to put it in the correct
place.

The user interface uses two input systems of the Hololens:

• Gesture-Based: To select and manipulate the different ele-
ments. It also allows extracting information from the digi-
tal assembly model and displaying them directly in the aug-
mented view.

• Vocal commands: This provides a hands-free interface to
control the assembly animation (showing the next or previ-
ous piece, pausing the animation etc.).

7 CONCLUSION AND FUTURE WORK
We present Assembly Information Modeling (AIM) as a
framework to describe, analyze and communicate assembly
strategies in the AEC sector. While the current specification
of the digital model is covering many typical assembly plan-
ning needs (Collision detection, documentation generation,
4D simulation etc.), many technical improvements are neces-
sary to cover more specific cases such as generic joints and
interfacing with existing manufacturing techniques. This in-
cludes defining the joints class more abstractly and providing
additional queries to extract and export data from the model.
Furthermore, the implementation of a geometric kernel that
would be embedded in the AIM.Core library is envisioned,
to unify the geometric operations and to skip the translation
phase to the native format within the host CAD software. In



56

Figure 9. A user performing augmented assembly

Figure 10. Augmented assembly view

addition, this will speed up the necessary computation time
for collision detection.

Two areas of exploration seem especially pressing in respect
to the general move of AEC sector:

• Mechanization of the construction site, through robotic as-
sembly where the ADM is uploaded directly to a robotic
arm for an automatic assembly.

• Integration of simulation tools in early design planning,
where AIM can be used for an integrated path planning,
using a system capable of generating collision free robotic
paths for the construction. Ultimately, the model can serve
as a base for machine learning algorithm to assist the de-
signer for assembly choices.

8 ACKNOWLEDGMENTS
This project was undertaken as part of the Innochain Early
Training Network. This project has received funding from
the European Union’s Horizon 2020 research and innovation
programme under the Marie Sklodowska-Curie Grant Agree-
ment No. 642877. We would also like to express our gratitude
to the industrial partners of this research; Blumer Lehmann
and Design-To-Production, as well to Autodesk, especially
the Forge development team.

REFERENCES

1. Autodesk Forge: Cloud-based AEC developer tools .
https://forge.autodesk.com.

2. Boothroyd, G. Design for assembly—the key to design
for manufacture. The International Journal of Advanced
Manufacturing Technology 2, 3 (1987), 3–11.

3. Boothroyd, G. Assembly automation and product design.
CRC Press, 2005.

4. Boton, C., Kubicki, S., and Halin, G. The challenge of
level of development in 4d/bim simulation across aec
project lifecyle. a case study. Procedia Engineering 123
(2015), 59–67.

5. C# Programming Language. https:
//docs.microsoft.com/en-us/dotnet/csharp/.

6. Czmoch, I., and Pekala, A. Traditional design versus
bim based design. Procedia Engineering 91 (2014),
210–215.

7. Relational Databases Comparison.
https://www.digitalocean.com/community/
tutorials/sqlite-vs-\
mysqlvs-postgresql-a-comparison-of-relational-\
database-management-systems.

8. .NET Framework, a free, cross-platform, open source
platform for building apps.
https://www.microsoft.com/net.

9. Eigensatz, M., Kilian, M., Schiftner, A., Mitra, N. J.,
Pottmann, H., and Pauly, M. Paneling architectural
freeform surfaces. ACM transactions on graphics (TOG)
29, 4 (2010), 45.

10. Algorithmic Modeling for Rhinoceros 3D.
https://www.grasshopper3d.com.

11. Krieg, O. D., Dierichs, K., Reichert, S., Schwinn, T., and
Menges, A. Performative architectural morphology:
Robotically manufactured biomimetic finger-joined
plate structures.

12. Tamke, M. Aware design models. In Proceedings of the
Symposium on Simulation for Architecture & Urban
Design, Society for Computer Simulation International
(2015), 213–220.

13. Tamke, M., and Thomsen, M. R. Digital wood craft.
Joining Languages, Cultures and Visions: CAADFutures
(2009), 673–686.

14. Usai, S., and Stehling, H. La seine musicale. In
Humanizing Digital Reality. Springer, 2018, 201–209.

15. Wilson, R. H. On geometric assembly planning. Tech.
rep., STANFORD UNIV CA DEPT OF COMPUTER
SCIENCE, 1992.

16. Zollmann, S., Hoppe, C., Kluckner, S., Poglitsch, C.,
Bischof, H., and Reitmayr, G. Augmented reality for
construction site monitoring and documentation.
Proceedings of the IEEE 102, 2 (2014), 137–154.



57

 

SimAUD 2019 April 07-09 Atlanta, Georgia 
© 2019 Society for Modeling & Simulation International (SCS) 

Influence of Subjective Impressions of a Space 
on Brightness Satisfaction: 

an Experimental Study in Virtual Reality 
Azadeh Omidfar Sawyer1 and Kynthia Chamilothori2  

1University of Michigan 
Ann Arbor, USA 

aomidfar@post.harvard.edu 

2 Laboratory of Integrated Performance in Design 
Ecole polytechnique fédérale de Lausanne  

Lausanne, Switzerland  
kynthia.chamilothori@epfl.ch 

 
ABSTRACT 
This paper investigates the relationship between participants’ 
satisfaction with brightness and other key perceptual 
attributes of the scene to gain insight in how user satisfaction 
with brightness is influenced by factors other than brightness 
levels. In this study, a total of 100 participants were 
immersed in an office space using virtual reality (VR). The 
brightness level in all immersive scenes were held constant 
while the office shading system’s design pattern, rendering 
materials, and furniture were varied to examine how 
different factors influence the participants’ satisfaction with 
brightness. Statistical analyses indicate that there is a strong 
association between participants’ satisfaction with 
brightness and other perceptual attributes. Additionally, 
while the effect of furniture on brightness satisfaction was 
not statistically significant, the analyses revealed that colored 
materials had a significant effect on participants’ evaluations 
of their satisfaction with brightness.  
Author Keywords 
Daylight; brightness; perception; preference; immersive 
virtual reality. 

1 INTRODUCTION  
Light has an undeniable influence on our perception of space, 
as recognized in the fields of architecture [1]–[3] and of 
lighting [4]–[6]. The design of the luminous conditions in a 
space aims to address the needs of the occupants, and 
substantial research effort is devoted to identifying the 
characteristics of ideal lighting conditions for different social 
situations and for various tasks. In the case of work 
environments, lighting is used to ensure that workers can 
perform their tasks quickly, accurately and easily [7].  

In one study people were asked to freely describe the lighting 
in an office-like room and brightness was the second the 
most commonly used attribute [8]. Interestingly, the most 
commonly used description was that the lighting in the room 

was dull. Although this finding could be a result of the 
stimulus range used in the experiment, it raises the question 
of which features of the luminous environment matter most 
in occupants’ perception. 

This question was tackled in a seminal study by Flynn and 
colleagues in which the appearance of a conference room 
was examined under different configurations of artificial 
lighting [4]. Their experiment showed that people prefer lit 
environments that appear ‘bright’, an attribute linked to the 
perception of ‘spaciousness’, and ‘interesting’, related to a 
degree of non-uniformity. They concluded that lighting 
conditions can be characterized by three dimensions: 
brightness, uniformity, and the presence of peripheral or 
overhead lighting. In another study with artificial lighting 
configurations in an office environment, Hawkes et al. found 
that the perception of light in the space could be described 
by the dimensions of brightness and interest, which related 
to the intensity and the uniformity of the lighting conditions, 
respectively [5]. Similarly, Loe et al. identified the factors of 
visual lightness and visual interest as descriptors of the 
luminous environment, using the same procedure as Flynn 
[9]. The work of Loe et al. supported the findings of previous 
research regarding people’s preference for their working 
environment to appear ‘bright’ and ‘interesting’, but also 
noted a key criterion for lighting design, stating that both 
factors are required to create preferred lighting conditions, 
i.e. people do not prefer a ‘bright’ space if it is not 
‘interesting’, or an ‘interesting’ space that is not ‘bright’. In 
a later study by Veitch and Newsham on the appearance of 
an open-plan office lit with different lighting systems, the 
authors found three factors that described the appearance of 
the space: brightness, visual attraction, and complexity [10]. 
Brightness is a consistent factor across these studies, which 
establishes its importance as a central feature of the luminous 
environment. 
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Considerable research has been conducted to identify 
physical measures of the lighting conditions that can predict 
occupants’ impressions of brightness. The perception of 
brightness in a space has been related to objective indicators 
such as the average luminance within a 40 degree horizontal 
band center at the eye height of an observer [9], [11], the 
logarithm of the vertical illuminance at the eye of the 
observer [5], and the spectrally-weighted irradiance at the 
eye of the observer [12].  

In related work, numerous studies have investigated the 
influence of physical properties other than light intensity on 
the perceived brightness of a space. For instance, Tiller and 
Veitch investigated the effects of luminance distribution on 
perceived room brightness in office spaces using brightness 
matching tasks in offices. Their findings showed that rooms 
with non-uniform luminance distribution required five to ten 
percent less working plane illuminance compared to the 
brightness of the rooms with uniform luminance distribution 
[13]. The spectrum of the light source has also been 
consistently shown to affect the perceived brightness of the 
scene [14]–[17]. The presence of color in the scene in the 
form of colored objects (in this example, flowers and fruit) 
was also shown to increase the perception of brightness in 
the same illuminance [8]. However, other studies showed no 
or only a negligible effect from the presence of colored 
objects on the perceived brightness of the scene [14], [17], 
indicating the need for further investigation.  

It is important to note here that a common component of all 
these studies is the use of artificial lighting. In fact, very few 
studies have addressed the effect of daylight on occupants’ 
preference and satisfaction. However, sunlight penetration 
has been shown to increase feelings of relaxation [18] as well 
as well-being and job satisfaction [19]. In the same vein, in 
an experimental study where occupants of office 
environments were asked to control the shading system and 
create their preferred conditions, the majority of the 
participants chose to introduce some amount of direct 
sunlight into the room [20]. Studies investigating the effect 
of daylight on participants’ subjective impressions in virtual 
environments have shown that the lighting conditions 
significantly influence the extent to which a space is 
perceived as pleasant, interesting, and exciting [21]–[23]. 
Following these findings, a question arises: could occupants’ 
perception and satisfaction with brightness be affected by 
other perceptual attributes of the space rather than just the 
actual brightness level of the space? Such a finding could 
suggest the potential for energy savings if the same level of 
satisfaction with brightness can be achieved at lower actual 
levels of illuminance by manipulating other attributes of the 
luminous environment. 

This paper investigates the influence of perceptual 
attributes—such as the perceived pleasantness or complexity 
of the scene—on occupants’ satisfaction with the brightness 
in a daylit office space through subjective experiments. The 
visual stimuli in these experiments are shown to the 

participants using a novel experimental method which 
combines physically-based renderings from Radiance with 
projection in immersive virtual reality, and has been shown 
to be a promising surrogate to real daylit spaces for 
experiments investigating occupant perception [24]. 
Specifically, an experimental study comparing this method 
against real environments demonstrated its adequacy in 
terms of perceptual accuracy, as well as reported presence 
and physical symptoms of the users of the VR headset [24]. 
The use of virtual reality allows the control of the brightness 
to the same level across multiple presented scenes, and the 
simultaneous variation of the shading system applied to the 
same space to create different impressions of visual interest 
and complexity. Controlling the brightness level of the scene 
across conditions that trigger widely different perceptual 
impressions allowed us to examine the interrelationship 
between the satisfaction with brightness and some of the key 
attributes related to office preference. Additionally, the 
presence of color and furniture in the virtual environment 
was varied to investigate the influence of these factors on 
participant satisfaction with brightness.  
2 METHOD 
2.1 Visual Stimuli 
The scenes used as visual stimuli in this experimental study 
correspond to six variations of a typical office space with one 
large window facing south. In these variations, developed in 
previous work [26], a different shading system was applied 
to the façade of the space, shown in Figure 1. Each façade 
variation was based on designs from existing buildings, 
ranging from simple vertical or horizontal louvers to an 
asymmetrical complex pattern. These variations of the 
scenes were used to impart different subjective impressions, 
following existing work which demonstrated the influence of 
shading system geometry on occupant perception [25], [26]. 
Although the shading systems varied in design, all were 
modified to have a 40% perforation in order to create scenes 
with the same amount of brightness and with distinct 
perceptual attributes. A 3D model of the office space with 
six shading system variations was created in Rhinoceros 
(Rhino, version 5.0) modelling software. Six different spaces 
were modeled both with and without furniture. Each was 
rendered in three different color modes—fully colored, 
partly colored (using the default materials in DIVA-for-
Rhino v. 4.0), and grayscale. A view position in the center of 
the room was established at approximately 2.5 meters from 
the window and 1.63 meters from the floor, corresponding to 
the eye height of a standing person. Each model was exported 
to Radiance [27], an extensively validated physically based 
lighting simulation tool, using the DIVA-for-Rhino (v. 4.0) 
simulation toolbar [28]. Immersive scenes were generated in 
Radiance by rendering a 360° over-under equirectangular 
HDR image using the script view360stereo.cal.   
 
The parameters for the Radiance simulation are provided in 
Table 1. This procedure resulted in a total of 30 images, 
which were tone-mapped to a low dynamic range using the 
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Reinhart02 tone-mapping operator [29] and shown to 
participants using the Oculus Go virtual reality headset. The 
resulting scenes are automatically mapped to a sphere in 
Oculus Go and are perceived as a fully immersive 360° 
stereoscopic scene (Figure 2). The vertical illuminance of 
the projected scenes was measured at the level of the lens of 
the VR headset with a Konica Minolta T-10 Illuminance 
Meter from the viewpoint of a participant looking towards 

the main view direction, to provide a measure of similarity 
in terms of actual brightness. These measurements show that 
the studied scenes differ between them in vertical 
illuminance with a maximum factor of 1.13, which is well 
below the threshold of a noticeable change in illuminance 
[30], and thus is not expected to result in a difference in the 
participants’ judgements regarding their satisfaction with the 
brightness of the space.

 
Figure 1. Example scene variations for one window treatment across different levels of scene materials (fully colored, partially colored, 

grayscale) and simulation level of detail (with/without furniture). Each participant saw a random selection of scenes. 

 
Figure 2. Illustration of participant perception (a) and example of immersive scenes rendered for each eye (b). 

dj ds dt dc dp St ab aa ar ad as Lr lw 
0.02 0.05 0.05 0.5 256 0.5 4 0.02 32 25000 12500 4 0.000004 

Table 1: Radiance parameters for the 360° HDR renderings for viewing in Oculus Go 
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2.2 Verbal Questionnaire  
A verbal questionnaire consisting of 11-point unipolar rating 
scales was used to collect participants’ subjective 
impressions while they were immersed in each scene. In this 
paper, we focus on the participants’ satisfaction with 
brightness and its association with a selection of rating 
scales: how pleasant, interesting, and complex the scene was 
perceived, as well as their satisfaction with the view out and 
the ambiance of the space, shown in Table 2. It is important 
to note here that the question on brightness was specifically 
framed to assess the participants’ satisfaction with brightness 
as an indicator for acceptable range of brightness rather than 
their perception of brightness levels.   

Independent Variables 

IV1. Façade variations (six different shading systems of an equal 
perforation ratio applied to the window of the office room). 
IV2. Scene materials (fully colored, partly colored (with default 
materials in DIVA-for-Rhino), and grayscale.  

IV3. Level of detail (simple room without furniture, simple room 
with furniture). 

Dependent Variables 

DV1. On a scale of 0 to 10, how pleasant is this space? 
DV2.  On a scale of 0 to 10, how interesting is this space? 

DV3.  On a scale of 0 to 10, how complex is this space? 

DV4. On a scale of 0 to 10, how satisfied are you with the       
brightness of the space? 

DV5. On a scale of 0 to 10, how satisfied are you with how much 
you can see of the view outside? 

DV6. On a scale of 0 to 10, how satisfied are you with the 
ambiance of the space? 

Table 2. Overview of the experimental variables 

2.3 Equipment 
An Oculus Go VR headset was used in this study. This is a 
standalone headset that works without a computer or a 
phone. Its screen measures 5.5 inches, 538 ppi, at 2560 x 
1440 Wide Quad High Definition (WQHD) resolution. The 
display can run at a maximum refresh rate of 72 Hz, 
delivering enhanced brightness and colors. The maximum 
vertical illuminance of a white scene displayed in Oculus Go 
measured at the level of the lens is 44 lux (lm/m2). 
2.4 Experimental Design and Participants 
Each participant was presented with a total of six scenes in a 
randomized order, from the pool of 30 combinations of 
shading system, color, and furniture variations. Due to the 
randomization of the scenes, not all participants viewed all 
six shading patterns used in the study. Analysis of the effect 
of the shading system on subjective impressions exceeds the 
scope of this paper and will be reported in a future 
publication.  

The VR experimental study was conducted in Ann Arbor, 
Michigan over the course of four weeks during the summer 
of 2018. A total of 100 participants (63 female, 37 male) took 
part in the study. Participants were unpaid volunteers over 18 
years of age, recruited by email or in person. Each 
experimental session lasted no more than 20 minutes. 

Prior to the start of the experimental session the interviewer 
discussed with the participant possible associated risk with 
wearing the headset. When they were ready to start the 
experiment, they were instructed on how to use the Oculus 
headset and how to customize its fit for comfort. Participant 
were informed that they would view a total of six scenes of 
an office space. The scenes were presented in a randomized 
order and were preceded by a number identifying the 
condition to the interviewer. Participants were instructed to 
report this number and were then immersed in an office 
scene. When the participant was ready, the interviewer 
verbally asked the questions in a randomized order. 

This research was approved by the University of Michigan 
Health Sciences and Behavioral Sciences Institutional 
Review Board (IRB-HSBS). 
2.5 Statistical Analysis 
A linear mixed effects model was used for statistical analysis 
of the data to account for the repeated measures design in 
which each participant was asked to rate multiple images. 
Model analyses were conducted in R [31] for each of the 
dependent variables using the R software package lmerTest 
[32]. The linear mixed effects model describes the 
conditional associations between the participants’ 
satisfaction with brightness and the five other perceptual 
attributes, while controlling for latent participant attributes 
such as positivity. Statistical analyses were performed by 
specifying a 0.05 significance level.    

Additionally, following the results regarding the associations 
between the participants’ satisfaction with brightness and the 
other studied dependent variables, a composite index of 
satisfaction with selected attributes was constructed in R by 
averaging the responses of the attributes pleasant, 
interesting, satisfaction with access to the view outside, and 
satisfaction with ambiance. This composite index is used to 
quantify a potential effect on satisfaction with brightness that 
could stem from a change in the participants’ perception of 
these four attributes, rather than a change in the actual 
brightness of the scene. 
3 RESULTS 
The following subsections present the results of the statistical 
analyses used to study the subjective responses related to the 
effect of color and furniture on participants’ satisfaction with 
brightness, the associations between satisfaction with 
brightness and other perceptual attributes, and the 
comparison of satisfaction with brightness with a composite 
index of satisfaction with perceptual attributes in the space.  
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Figure 3. (a)-(e) Boxplots of evaluations of participants’ perceptual impressions of the space (y axis), plotted against the equivalent ratings 
of satisfaction with brightness (x axis), and (f) ratings of the composite index of satisfaction with selected attributes (y axis) plotted against 
the equivalent ratings of satisfaction with the brightness of the space (x axis).
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3.1 Influence of Color and Furniture on Satisfaction 
with Brightness  

Although the actual brightness level of all scenes was the 
same, participants’ evaluations of their satisfaction with 
brightness spanned the full range of the rating scale (0 to 10 
units), with a mean of 6.1 and a standard deviation of 2.18. 
Linear mixed model analyses were conducted to investigate 
separately the effect of color and of furniture on the 
participants’ responses. For these analyses, a Bonferroni-
corrected significance level of 0.05/2=0.025 is used to 
account for the multiple comparisons. Results show a 
statistically significant main effect of color (F(2,600) = 
75.33, p<0.001) on participants’ evaluations of their 
satisfaction with the brightness in the space. In particular, 
participants’ satisfaction with brightness in the scenes with 
fully colored materials were on average 1.3 units higher than 
the ratings in the corresponding grayscale scenes. The effect 
of furniture was not statistically significant on participants’ 
satisfaction with brightness (F(1,601) = 4.80, p=0.028). 
3.2 Associations Between Satisfaction with Brightness 

and Subjective Impressions of the Space 
Further analyses were performed to investigate the 
association between satisfaction with brightness and the 
perceptual impressions of other attributes examined in the 
study. Positive statistically significant associations were 
found between the evaluations of satisfaction with brightness 
and evaluations of how pleasant (b=0.16, p<0.001) and 
complex (b=0.08, p<0.05) the space is perceived, as well as 
with the ratings of the satisfaction with access to the view 
outside (b=0.11, p<0.01), and the satisfaction with the 
ambiance of the space (b=0.24, p<0.001). No statistically 
significant association was found between the satisfaction 
with brightness and how interesting the space was perceived 
(b= -0.04, p=0.35). These associations can be observed in the 
plots (a) to (e) in Figure 3, showing the distribution of 
participants’ evaluations of the space plotted against the 
corresponding ratings of satisfaction with brightness.  
3.3 Composite Index of Satisfaction with Perceptual 

Attributes 
Following the findings of positive statistically significant 
associations, we constructed a composite index representing 
participants’ satisfaction with selected attributes (as 
described in section 2) to understand its association with 
participants’ perception more broadly. To visualize this 
index using unadjusted data, we constructed a box plot of 
satisfaction with brightness in terms of satisfaction with 
selected attributes (Figure 3f). This plot shows a strong 
positive relationship between these two attributes, 
suggesting a possible effect on satisfaction with brightness 
that could be due to the participants’ satisfaction with the 
selected attributes in the composite index.    We then used a 
linear mixed effect model to statistically assess the strength 
of this relationship. We found that a one-unit difference in 
overall satisfaction corresponds to a 0.7-unit increase in 
perceived brightness (p<0.001).  

4 CONCLUSION 
This experimental study investigates the influence of key 
aspects of participants’ perceptual impressions of a scene, 
such as the pleasantness, the satisfaction with the access to 
the view or the ambiance of the space, on ratings of 
satisfaction with the brightness of that scene. Through the 
use of an experimental method which couples physically-
based renderings with projection in virtual reality, a total of 
100 participants were immersed in virtual scenes of an 
interior an office space with different façade shading 
systems, colored materials and with or without furniture.  

Although the studied scenes were similar in terms of 
illuminance levels, findings demonstrate a significant effect 
of colored materials on the participants’ satisfaction with 
brightness. Although the addition of colored materials in 
virtual environments adds a layer of complexity in the 
simulation workflow, this finding highlights the importance 
of colored materials in assessing user's satisfaction with the 
brightness in the scene. 

The results of this experimental study also demonstrate that 
there is a clear association between participants’ satisfaction 
with brightness and other perceptual impressions, such as the 
access to the view outside, perceived pleasantness, interest, 
complexity and the overall ambiance. This indicates that our 
perception and satisfaction with brightness cannot be studied 
on its own without understanding how the overall design of 
the environment affects occupants’ perception and visual 
impressions.  

Our fitted regression model quantifies how people perceive 
brightness in a range of settings in which other perceptual 
attributes are varied while actual brightness is held constant. 
While we cannot directly control the perceptual impressions 
of people in a space, we can use this model to investigate 
how their satisfaction with brightness might change if we 
were able to design for the other attributes, again without 
changing the actual brightness of the scene. To do this, we 
used our fitted mixed effects model to investigate the 
satisfaction with brightness for a range of hypothetical 
scenarios, when all four other attributes are scored equally at 
levels ranging from 0 to 10. The relation between the two 
ratings indicates that the participants’ satisfaction with 
brightness could potentially be shifted by five units, 
contrasting a building with minimal ratings on all other 
perceptual categories with a building with maximal ratings 
on all other perceptual categories. This result is important in 
the realm of design, especially in designing ‘green’ 
buildings, as post-occupancy surveys on occupants’ 
satisfaction with lighting may be less related to the actual 
light levels and more to the overall quality and the ambiance 
of the building. Additional studies with a wider range of 
stimuli are needed to investigate the validity of the presented 
findings in different types of spaces, and with different 
brightness levels. Further research is encouraged to 
investigate the replicability of these results in a real 
environment.
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ABSTRACT 

Urban environments are not comprised solely of physical 
objects like buildings, infrastructure, and landscapes, but 
also invisible, but critically influential, information like 
traffic patterns, economic values, and energy use. This 
intangible overlay of quantifiable urban behavior is essential 
to understanding how cities function.  Vast quantities of 
urban data are now widely available through online open 
source data repositories, but the raw data remains limited in 
its value to support informed decision-making unless it can 
be synthesized and represented in a meaningful fashion.  This 
paper describes in-progress research exploring the 
spatialization and representation of urban data using virtual 
reality (VR).  This research uses Manhattan as a test case for 
enabling users to access urban data immersively and 
interactively from multiple vantage points and scales.  It 
describes the process for visualizing the city in VR, 
representing urban data three-dimensionally, and creating a 
user interface for data interaction while in the virtual 
environment.  The paper identifies initial steps towards 
creating an immersive representation of urban data to 
effectively inform future urban planning initiatives and 
design decisions.    
Author Keywords 
Data visualization; urban data; mixed reality; smart cities; 
virtual environments; users interface. 
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1 INTRODUCTION 
The industrial adoption of virtual reality technology extends 
beyond its obvious application for gaming and recreation.  
Initial industrial implementation was in defense and medical 
training, but architectural practices have been quick to take 
advantage of the rapid rendering capabilities of VR to 
facilitate communication between designer, consultants, 
stakeholders and clients.  Management, operations and 
business administration are also using VR for project 
demonstration and simulation.  Such examples of industry-
relevant applications which act as precedents for this project 
include, the Roames project, developed by Fugro and 

presented at the United 2017 International Conference of 
Virtual Reality Software Developers. This platform uses 
sophisticated artificial intelligence and cloud computing 
technology to map geographic space. Complex three-
dimensional objects, such as structures of buildings and 
bridges, poles, city accessories, and wires, trees, and 
streetlights, can be compiled with less than centimeters of 
accuracy and generated on a visible scale in the virtual world. 
Intended to help facilitate managerial understanding of 
complex systems, the Roames platform enables users to 
remotely check systems status and realistic simulate 
infrastructure and environmental conditions. In this way, 
users can view the status of the entire network in real time 
[1].   

  
Figure 1 Fugro Roames 3D Simulation Virtual World 

The Roames analytics is a platform for data visualization 
with certain advantages that might be translated for 
application to visualizing open source urban data. First, 
Roames uses a video-game interface and within it a 3D 
virtual world can be freely navigated by mouse or controller 
(Figure 1). Second, the location and form of the data icons 
are similar to those used by Google maps and other 
geographic information system (GIS) software, and the user 
can toggle on and off relevant data via a simple click which 
facilitates large-scale information loading and layering.   

Despite its sophisticated modeling and video game based 
interface, the Roames system is still intended to be interacted 
with through a 2D screen which potential limits its  
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communicative impact.  Users interacting with 3D data 
visualizations within virtual reality platforms have 
demonstrated that immersion provides better retention of 
perceived relationships and more intuitive data 
understanding than traditional desktop visualization tools.  
[2]. Perhaps the most pervasive VR application for urban 
visualization is Google Earth VR which gives the user the 
ability to zoom in and out from a global perspective down to 
birds-eye view, and in specific locations and for limited 
distances even allows the user to virtually walk through the 
city at street-level [3].  Google Earth VR is impressive in the 
volume and detail of its model, but it does not integrate 
additional data beyond the city’s visual appearance and 
massing.   

Other relevant work has attempted to link data visualization 
to VR representation, with varying degrees of success.  
Notably relevant work which merges urban data with VR 
includes the Urban Fusion project conducted at the Future 
Cities Laboratory at the Singapore-ETH Centre which has an 
impressive user interface that tracks hand movement and 
allows for gradient control of data representations, but 
doesn’t provide a multi-scalar view of the city [4].   Alternate 
VR urban data visualizations remove the form of the city 
altogether [5].  

With this project the authors have created a multi-scale 
representation of urban data using VR which couples the 
geo-physical aspects of the city with the invisible but 
relevant urban data related to it.  The representation is 
immersive by nature of the head-mounted VR display and 
designed to be interactive using video game platform 
mechanics. 
2 METHOD 
The process of creating our test case for interactive and 
immersive urban data representation required modeling the 
city digitally, collecting and spatializing urban data, and 
creating a VR user interface.   

2.1 City Modeling and VR Integration  
Digital city models are becomingly increasingly easy to find 
or generate thanks to the development of GIS tools such as 
ESRI CityEngine.  Once generated, the city model was 
exported from 3D digital modeling software as an .fbx file.  
This file was then imported into the video game engine, 
Unity, where the open-source asset package “Virtual Reality 
Tool Kit” (VRTK) and SteamVR were used to visualize the 
model in VR.  An HTC Vive system was used as the virtual 
reality display system.  It includes a room-scale “play space” 
of approximately 9’ by 15’ with infrared lighthouses, head-
mounted display, and hand controllers.    

The VR system allows for a multi-scale view of the city- 
from a zoomed-out aerial perspective and from street-view 
at full-scale.  The initial system prototype allows the user to 
choose between three different scenes of Manhattan: the 
aerial overview, a street-view of the Columbus Circle 
neighborhood, and World Trade Center area.  A different 
degrees of modeling complexity was implemented with the 
change in scale between scenes.  Due to both computer 
processing constraints and the need for a simpler backdrop 
for data visualization when zoomed out, the aerial overview 
used a simple untextured massing model to represent the 
physical aspects of the city.  However, for the street view 
scenes a more detailed modeling of the surrounding 
buildings was both appropriate visually and necessary for 
user orientation. (Figure 2)  
2.2 Urban Data  
Open source urban data, like that found on the NYC Open 
Data website [x], is often one-dimensional in nature – a 
collection of numerical values without a compelling or 
obvious mode for graphic interpretation.  Data that is mapped 
two-dimensionally, like most of the data from 
OpenStreetMap (OSM) or GIS, is more visually 
interpretable, but is still subject to the limitations and bias of 
Cartesian logic.  The representation of such data in a 3-

Figure 2 Diagram of work flow from digital model to data integrated virtual urban environment 
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dimensional virtual environment requires that the data be 
“spatialized” or given additional dimensionality.  This data 
spatialization required translation and interpretation by the 
design team.  Tested means for spatializing the data for 3D 
visualization included piping, extrusion, point clouds, and 
point markers.  Spatialized data included public 
transportation locations (subway and metro), noise levels, 
and energy use by block. 
2.3 User Interface (UI) 
By using precedent UI systems, like that of Google Earth 
VR, as a model, the user interface was designed to take 
advantage of the video game inclination of Unity to create a 
interactive UI that allows the user to toggle on and off data 
sets to create novel overlays of information.  Two key aspects 
to an effective UI, is that it reduce user memory load, the 
amount of effort the user has to repeatedly input to 
understand the interface, and supports clear interaction with 
the “game’s” intent.  Attempts to keep user memory load 
levels low were manifest through hand control button labels 
which were visible in the virtual environment and a 
menu/instruction panel which could be easily accessed 
through the touch of a button. (Figure 4) Users can toggle on 
and off the data sets by pointing a laser-pointer like extension 
at the end of one of the hand controllers at menu options and 
pulling the trigger to select.  Similar mechanics are used to 
move between the aerial perspective and the two street view 
scenes.  
 

 
Figure 4  Controller labels are part of User Interface 

3 ITERATION & IMPLICATIONS 
Varying data spatialization methods were tested for graphic 
clarity and comprehension.  Traffic noise for example was 
visualized as a height map, where the noise volume was 

represented by both the color and height of the resulting 
topographic surface.  Extrusions, piping and height map data 
visualization methods worked sufficiently in the aerial 
perspective. However, there is no uniform standard for 3D 
representation of urban data which makes user interpretation 
of the data difficult to predict.  After completing the initial 
prototyping phase, iterative evolution of the data 
representation showed that those with both color and formal 
differentiation gave mappable data the most visual clarity in 
the aerial view.  By adding transparency, multiple data sets 
could be layered on one another adding novel comparative 
possibilities while remain individually coherent (Figure 5). 
 

 
Figure 5 Layers of data visualized as overlays on the city 

However, at street level, the same data visualization methods 
resulted in misinterpretations of the data as architectural 
objects.  Therefore, a new dashboard method was developed 
for data visualization in the full-scale perspectives.  This 
dashboard linked to the data in a manner which allows color 
and indicator changes related to user position in space.  Even 
though the data itself is static, the user’s relation to it via 
position is changing, and the visualization of this results in a 
dynamic display. (Figure 6) 

Figure 3 Traffic noise in ArcGIS, Rhinoceros & Unity3D 
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Figure 6 Street Level Perspective Data Dashboard 

Additionally, data representations were limited by the 
rendering capacity of the program and the computer.  Overly 
complex geometries or representations with high face counts 
or material textures would inhibit the picture in VR and result 
in a flashing picture inside the headset.  This flashing could 
cause a detrimental effect on the user’s experience.  Special 
attention was given thereafter to performatively optimizing 
both the city and data models.   

And lastly, while the full-scale capacity of the HTC Vive 
allows for user movement to be matched one to one between 
the physical play space and the virtual environment, the scale 
of the city neighborhood was so large that users defaulted to 
“teleporting” through the environment virtually while 
standing fairly still in the physical space.  Such observations 
suggest that the perception of extent or understanding of 
potential travel distance within the 1:1 scale experience is 
undermined by the fact that the user is not really moving their 
body in a manner that replicates a city pedestrian.    
4 CONCLUSION 
This paper presents in-progress research aiming to contribute 
to a body of explorations collaboratively done by architects, 
engineers, urban planners, and computer scientists to 
represent, understand, and engage the urban condition 
through virtual modelling and simulation.   

This specific project used the gaming engine Unity3D as a 
platform for providing both VR visualization and an 
interactive user interface.  Key contributions of the work in 
its present state include a multi-scalar visualization of data 
for both aerial and street-view perspectives and an 
exploration of methods for translating data from 2D to 3D.   
Future work will apply and test this representation tool as an 
urban planning communication device between designers 
and community leaders.  Next iterations will add more data 
sets related to energy and environmental conditions and 
experiment with in situ augmented reality data 
representations which would blend the 1:1 street scale data 
representations with the actual street. 
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ABSTRACT 
Accurate measurement and analysis of urban energy use is 
an essential step in development of low-carbon cities. 
However, there is a limited number of methods and tools for 
energy use modeling and prediction at urban or 
neighborhood scales. This article proposes a bottom-up data-
driven framework for urban energy use modeling (UEUM) 
which localizes energy performance measurements and 
considers urban context. The framework addresses the urban 
building operational energy estimation through the use of 
disaggregated energy use data and allows for an accurate 
urban energy performance measurement at building-level. A 
machine learning approach is applied to mathematically 
associate building characteristics and urban context 
attributes; i.e., building height, as an urban intensity metric, 
and sprawl indices representing compactness and 
connectivity of neighborhoods with urban building 
operational energy use intensity (EUI). Once the 
mathematical relationship is identified, the model predicts 
the energy consumption of individual buildings that 
represent a particular end-user. Chicago as a pilot case study 
was selected to test the framework. Several algorithms are 
tested and then the improved model was used to predict 
energy use for around 820,000 buildings in the city. The 
framework has the potential to aid designers, planners, and 
policymakers in a better understanding of the existing urban 
energy use profile, and the environmental impacts of 
alternative scenarios of urban development. 
Keywords: 
Urban energy use modeling; building energy; data-driven; 
machine learning method. 

1 INTRODUCTION 
Over half the world's population lives in cities and this is 
predicted to increase to over 68 percent by 2050 [1]. Cities 
consume 67-76% of the primary energy resources and 
account for 71-76% of GHG emissions [2] and buildings 
account for the most significant contributions in urban 
energy use and associated emissions [3]. Therefore, 

understanding and managing the energy use in cities is a key 
challenge to achieve more sustainable and low carbon cities. 

While, urban energy use modeling and prediction are 
essential in urban energy management and understanding of 
energy performance of cities, there are limited number of 
methods and tools to accurately predict urban energy use. 
There is a lack of an integrated approach to incorporate 
actual urban spatial patterns with urban energy use models. 
Common urban energy use modeling approaches are 
classified into two main groups: engineering or simulation 
models and data-driven or statistical models  [4,5]. Either 
simulation or data-driven models have their own limitations 
and methodological uncertainties with regard to urban 
energy quantification. The simulation methods often suffer 
from oversimplification of building and system data. They 
rely on limited number of typologies or archetypes to achieve 
time and computational efficiency.  

The data-driven models could present more accurate urban 
energy modeling if data would be available and sufficient 
variables would capture in the model [6,7]. The limitation of 
data-driven models stem from often relying on the 
aggregated data; yet, limited number of surveys provide local 
energy data at building level. Recently, as a part of disclosure 
law which adopted by many cities in the US, energy 
benchmarking was released. Energy benchmarking provides 
more transparency and provides disaggregated building level 
energy data. However, it has limitations regarding data 
availability for all buildings in the city. For example, for 
Chicago, it covers less than 1% of Chicago’s buildings, 
which account for approximately 20% of total energy used 
by all buildings [8]. 

The main objectives of this research is to develop a data-
driven framework for urban energy use modeling (UEUM). 
This model would predict urban energy use at multiple scales 
of building, block, neighborhood, and city scales. Also, the 
model is used to quantify and examine the association 
between urban spatial patterns and energy use at city scale 
Finally, to develop a GIS web-based platform to 
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communicate and visualize the predicted urban building 
energy use. 

2 METHODOLOGY 
2.1 Conceptual Framework 
In this research, the urban energy use is outlined as building 
operational energy use at city scale. The following steps are 
followed in modeling urban building energy use: 

As the first step, the model incorporates the actual urban 
spatial patterns to define the variables in the model. The key 
attributes of urban spatial patterns in the model include: a) 
Building Characteristics (BC) consisting of variables such as 
number of floors, building type, building size, and 
construction year, b) Urban Attributes (UA) such as density, 
connectivity and land use mix which are captured via urban 
sprawl index [9], and c) Occupancy Characteristics (OC) 
including total population, household size in residential 
buildings, worker density in commercial buildings, and 
percentage of occupied units. Then it analyzes actual spatial 
patterns of the city to extract new features and add new 
variables in the model. As an example, building height 
typology is defined through the actual building height pattern 
extraction of the buildings in the city.  In the next step, the 
model predicts urban energy use through learning the 
mathematical relationship between variables. Then the 
model is used to explain the association between variables. 
It quantifies how key attributes of urban spatial patterns at 
neighborhood scale; i.e., building height and sprawl index 
affect urban energy use. Finally, the model provides a multi-
scale analysis and prediction at neighborhood, census tract, 
census block, and building scales. A multi-scale analysis 
could provide a more accurate and holistic image of urban 
energy use and  the impact of different design decisions on 
energy consumption. 

The framework is generalizable for all cities with similar 
datasets. Chicago as major city in the US has been selected 
as a pilot case study to test the framework. 
2.2 The UEUM framework 
This framework is outlined as a two-step model:  

1. Pattern Extraction: The first step analyzes actual spatial 
patterns of the city to learn and extract new features and add 
new variables in the model 

2. Prediction: In the next step, it tests different algorithms to 
propose an enhanced prediction model.  

The model for building energy use prediction framework is 
split up into four sub-sections: 

2.2.1. Data Preparation 
Data preparation includes: locate data, treat missing data, 
process and clean data, and finally merge data. 

a) Locate data 

Several datasets were used as the basis for the statistical 
model including urban spatial data, building characteristics, 

and operational energy data. The building characteristics are 
captured from the Chicago building footprints dataset [10]  
which is a GIS-based dataset and represents a compilation of 
land use and geographic data for Chicago. This dataset 
provides building-level data for around 820,000 buildings in 
Chicago. The geo-referenced urban attributes was built based 
on the U.S. Urban Sprawl Data [11] developed by Ewing 
[9,12] which are captured multidimensionally using density, 
land use, activity centering, and accessibility indicators. This 
database is available at census tract, urbanized areas, 
Metropolitan Statistical Area (MSA), and county level. For 
building energy data, the recently released Chicago Energy 
Benchmarking data [13] was used. This dataset provides 
energy data for buildings of certain sizes, greater than 50,000 
sq.ft. And for buildings with smaller sizes, this research used 
Chicago Energy Usage (2010) dataset [14] which provides 
energy data for buildings of all sizes. This dataset does not 
provide exact geographical location and provides location at 
block level because of privacy issues. 

b) Treat missing data 

In order to maximize use of available information and handle 
missing data, several statistical methods was done including 
multiple imputation methods with linear regression, 
multivariate normal regression, and predictive mean 
matching algorithms. The objective of Multiple imputation 
(MI) is to analyze missing data and replace missing values to 
complete the data based on valid frequency inference [15]. 
The Chicago Building Footprint (CBF) dataset has 
limitations such as an extensive amount of errors and missing 
data such as building height information. The multiple 
imputations were employed to fill the missing information in 
the CBF dataset. Several algorithms were tested for handling 
missing data. For continuous variables such building height, 
this research tested several multiple imputation methods with 
linear regression, multivariate normal regression, and 
predictive mean matching algorithms. The results show that 
the predictive mean matching algorithm provides a higher 
accuracy level for handling missing data for building heights.  

c) Process & clean data 

The building energy data have limitations regarding having 
errors in data, and outliers as extreme observations. Then, the 
potential outliers were identified through statistical tests 
[16]. In the next phase, those potential outliers was assessed 
in terms of how being influential on individual regression 
parameters through the Cook's Distance test [17]. Finally, 
extreme outliers with significant influence were dropped out 
of the datasets. To test the model regarding normal 
distribution, evaluating the shape of residuals and the 
distribution of errors, we used Quantile–normal (q-norm) 
plot which is considered  as a common normality test [18] as 
well as well as p-norm and Kornel Density plots. 

d) Merge data 

Then all the datasets including urban spatial data, building 
characteristics data, and operational energy data were 
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merged to build the Urban Spatial and Energy (USE) dataset 
as the basis for the statistical model. 

2.2.2. Pattern Extraction: Cluster 
The most promising Machine Learning clustering algorithm, 
k-means, [19–21] was applied to extract the actual 
archetypes/typologies of buildings with certain similarities 
together and learn underlying patterns. “The aim of the K-
means algorithm is to divide M points in N dimensions into 
K clusters so that the within-cluster sum of squares is 
minimized” [22]. Then new variables such as building height 
typologies were added into the model. Incorporating the 
actual urban spatial patterns, building characteristics and 
urban context would improve the prediction accuracy for a 
city scale energy use. 
2.2.3. Prediction 
This section includes: train models; validate; compare the 
trained models and predict based on the enhanced model; and 
finally analyze.  

In this research, a machine learning approach is applied to 
model and predict urban building energy use by “learning” 
the patterns present in the merged dataset, to fit the model, 
and to find the mathematical relationship between energy use 
and key urban attributes, and then to predict energy 
consumption for all buildings in the city where the energy 
use data is not available. This is a regression problem as it is 
the task of approximating a mapping function (f) from input 
variables (X including urban attributes, building 
characteristics, and residents characteristics) to a continuous 
output variable (y which is building operational energy 
consumption). The energy prediction was done for almost all 
buildings, around 820,000 buildings, in the city of Chicago.  

In this section, six promising machine learning models 
including Multiple linear regression (MLR), Nonlinear 
Regression (NLR), Random Decision Forest (RDF), 
Classification and Regression Trees (C&RT), K-Nearest 
Neighbors (K-NN), and Artificial Neural Networks (ANNs)  
[19–21] were trained on the merged dataset to test and 
propose an enhanced model.  

The MLR algorithm as a most common technique is utilized 
widely for both building and transportation energy use 
modeling and prediction [31,50]. This method is widely 
applied in the energy consumption prediction models for its 
simple design, and computationally effecting while it is still 
sufficiently precise [9,62–64]. Also, it has advantages such 
as being easily interpretable and suitable for modeling the 
complex relationships [49]. MLR uses the ordinary linear 
least square (OLS) method to estimate the coefficient and 
minimizes the sum of squared residuals (SSR) between the 
prediction and observed values [149].  

ANNs is one of the most promising methods in energy use 
prediction. ANNs generate and connect a network of input 
nodes, hidden nodes, and output nodes by weighted links 
which has remarkable capability in modeling nonlinear 
patterns [56] [42]. ANNs have been commonly used for short 

term energy use forecasting and time series data at a building 
scale [55]. Limited number of studies used ANNs for energy 
use prediction at urban scale and an annual resolution [150].  
2.2.4. Validation 
The validation process was done to achieve solid results. The 
cross-validation method as a most effective validation 
technique [23,24] based on Random Sub-sampling was 
applied to avoid biased results. Data was split to train and 
test of 80% / 20%. 
2.2.5. Prediction Performance Measurement 
Then the models were compared in terms of their prediction 
performance which is calculated based on measuring the 
errors between the predicted and actual values. There are 
many ways to estimate the performance of a regression 
predictive model, the most widely used evaluation metrics 
are the mean absolute deviation (MAD), Mean Square error 
(MSE), Root Mean Square Error (RMSE), and Mean 
Absolute Percentage Error (MAPE). The lower the values of 
MAD, MSE, RMSE, and MAPE show the better 
performance of the model. 
2.2.6. Model to Explain the Association Between 

Variables 
The MLR algorithm with the OLS method was applied on 
the merged USE dataset to model the urban energy use of 
buildings and transportation in Chicago neighborhoods and 
use the model to explain the association between variables . 
Then the PR algorithm was applied to capture the non-linear 
patterns and draw the polynomial fitting curves on data 
points plotting the two variables of building height and 
sprawl index and energy use. These algorithms were selected 
because of their effectiveness and ability to provide 
interpretable predictive models. While, they can provide an 
accuracy level, as good as their counterparts such as ANNs, 
they do not depend on extensive historical data and are not 
computationally expensive [25]. In addition, the MLR 
algorithm are easily adaptable to energy consumption 
prediction models for other cities [4,26–28]. It should be 
noted that, although fairly robust, OLS has limitations when 
the relationships between variables are non-linear which may 
lead to over-fitting. Furthermore, OLS is sensitive to outliers 
which can significantly affect the fitness of regression line. 
On the other hand, polynomial regression fits nonlinear 
relationship. It is statistically a specific type of multiple 
linear regression due to the linear statistical estimation 
E(y|X) in the unknown factors that are estimated from data.  
2.2.7. Visualization 
The urban energy use visualization is at multi-scales of 
building, block, neighborhood, and city scales. A GIS web-
based platform was developed to communicate and visualize 
the predicted urban energy use.  
3 RESULTS 
3.1 Predictive Model 
The six machine learning models including the Multiple 
linear regression (MLR), Nonlinear Regression (NLR), 
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Random Decision Forest (RDF), Classification and 
Regression Trees (C&RT), K-Nearest Neighbors (K-NN), 
and Artificial Neural Networks (ANNs) algorithms were 
employed to predict energy use at multi-scale for buildings 
in Chicago. The most widely used predictive model 
evaluation metrics including: Mean absolute Error (MAE), 
Mean Square error (MSE), Root Mean Square Error 
(RMSE), and Mean Absolute Percentage Error (MAPE) 
were used to compare the models in terms of their prediction 
performance (Figure 1). 

The results shows that among the six promising algorithms 
modeled in this research, K-NN provides the best predictive 
performance with mean absolute error (MAE) of 0.08; while 
MLR provides the weakest  predictive model with MAE of 
0.22. The results show that the K-NN model performs 
best.The results of this research indicating the high accuracy 
of the K-NN algorithm in urban building energy use 
prediction confirm the findings of previous studies. The 
findings of this dissertation suggest that using K-NN model 
compared with MLR enhances the accuracy of the model 
through decreasing MAPE around 65%. However, it should 
be noted that the K-NN model has been applied in the 
literature scarcely [3].  

The results of this dissertation also suggest that the CART 
(C&RT) model is able to predict building energy use at urban 
scale fairly well and displays the next high-performance 
model after K-NN algorithm and provides better 
performance relative to the MLR and MLP-ANN modes. 
This result confirms the finding of previous studies such as 
Tso et al. [5] which use CART model to predict the 
electricity demand for four types of residential building in 
Hong Kong, China based on a survey based data. The results 
show the CART model has better performance relative to 
those captured through the regression and MLP-ANN 
models.  

 The other algorithms provide results at least better than, 
MLR. However, no significant difference observed between 
RDF, ANNs, C&RT models and MLR model. The result 
suggest that MLR model is able to predict the energy use 
fairly well with not significant difference, compared to RDF, 
ANNs, C&RT which are computationally expensive and 
time consuming models when generalizing to the city level.  

Then the improved model was used to predict energy use for 
all 820,000 buildings in the city. The model evaluates energy 
performance of city in a multi-scale resolution analysis 
which maximizes the use cases and allow for a more 
comprehensive energy decision-making and policy (Figure 
2).  
3.2 Model to explain the association between variables 
The overall results show that building height does not have a 
linear effect on building energy use, rather a polynomial 
curve best explains the relationship (Figure 4). 

 
 

 
Figure 1. Models Prediction Performance 

 

The findings of this study also suggest that building height, 
has a negative relationship with building energy use in 
building typology of lower than 12-stories. This pattern then 
changes to a positive effect. The results imply that increasing 
density through increasing building height will not lead to 
more energy efficiency. Also, a negative relationship is 
found between sprawl variable in the model and building 
energy use.  

The maps in Figure 3 illustrate how sprawl, height, and 
energy use vary across Chicago neighborhoods. The highest 
site energy use intensity values per unit of building floor area 
(kBtu/sq.ft) are observed at neighborhoods on the western 
and southern outer edge of the Chicago region such as 
Riverdale, West Pullman, Ashburn, and O’hare. 

These neighborhoods also represent the lowest sprawl index 
score, i.e., the lowest compactness and connectivity, with 
buildings of one to two floor as single family detached or 
attached building typologies.



75

 
Figure 2. Multi-Scale Building Energy Use Analysis, Mapping and Visualization 

The neighborhoods located at urban core including Loop, 
Near South Side, Near North Side, and Near West Side 
reflect medium energy use intensity. These neighborhoods 
represent the highest sprawl index score, i.e., highest 
compactness and connectivity, but incorporate buildings in 
‘high’ and ‘very high’ building height classification. On the 
other hand, some neighborhoods in between the core and the 
outer edge and northern neighborhoods such as Lincoln Park, 
West Town, Lake View, Up Town, and Kenwood represent 
lowest levels of energy use intensity per floor area. These 
neighborhoods are among the neighborhoods with high 

sprawl index score representing higher density and 
connectivity. They also include buildings in ‘medium’ and 
‘medium-high’ building height classification. 

With regard to energy use intensity per unit (kBtu/Unit), the 
neighborhoods on the southern and northwestern the outer 
edge of the Chicago region such as Beverly, Mount 
Greenwood, West Pullman, Ashburn, Garfield Ridge, Forest 
Glen, Norwood Park, and Dunning neighborhoods, and the 
Central Business District (CBD) and the Loop neighborhood 
represent high energy use intensity values.  

 

Figure 3. (left to right) Sprawl index map, building height map, transport energy use intensity per household map and building energy use 
intensity per unit map.
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Figure 4. The scatter plot of  Building Height and Log Site EUI, 
with polynominal fit line 
 

These neighborhoods, except the Loop, also represent low 
sprawl index and incorporate low-rise buildings, as single-
family detached or attached building typologies. On the other 
hand, the Loop reflects a high sprawl index score and 
incorporates buildings in ‘high’ and ‘very high’ building 
height typologies. The high energy consumption associated 
with a downtown neighborhood such as the Loop could be 
the large-size commercial units present in the Loop. The 
neighborhoods in between the core and the outer edge of the 
city, such as Uptown, Lincoln Park, West Town, Lake View, 
and Kenwood are observed as having low energy use 
intensity per unit. These neighborhoods are also among the 
neighborhoods with high sprawl index score representing 
higher density and connectivity and include buildings in 
‘medium’ and ‘medium-high’ building typologies. 
4 CONCLUSION 
The UEUM framework is able to predict energy use at 
multiple scales of building, block, neighborhood, and city 
scales. This model captures the urban building operational 
energy use. The results of this research suggest that the urban 
energy prediction accuracy can be increased by using 
disaggregated data at building level and incorporating the 
actual urban spatial patterns. Also, the more advanced 
machine learning methods enable an improved perdition 
model. Among the six promising machine learning 
algorithms tested in this research, K-NN showed  the best 
predictive performance. The finding of this study also 
provides empirical evidence on how spatial characteristics of 
neighborhoods impact the building and transport energy 
performance. The results imply that increasing density 
through applying an optimal building height would lead to 
higher energy performance. However, considering other 
influencing factors such as occupancy contexts and 
construction systems, buildings of certain heights in a denser 
urban context could contribute to more comprehensive low 
carbon urban policies. 
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ABSTRACT 
Urban development projects in flood-prone areas are usually 
complex tasks where failures can cause disastrous outcomes. 
To tackle this problem, we introduce a toolbox (Spatial 
Resilience Toolbox – Flooding, short: SRTF) to integrate 
flooding related aspects into the planning process. This, so 
called toolbox enables stakeholders to assess risks, evaluate 
designs and identify possible mitigations of flood-related 
causes within the planning software environment Rhinoceros 
3D and Grasshopper. The paper presents a convenient 
approach to integrate flooding simulation and analysis at 
various scales and abstractions into the planning process. 
The toolbox conducts physically based simulations to give 
the user feedback about the current state of flooding 
resilience within an urban fabric. It is possible to evaluate 
existing structures, ongoing developments as well as future 
plans. The toolbox is designed to handle structures in a 
building scale as well as entire neighborhood developments 
or cities. Urban designers can optimize the spatial layout 
according to flood resilience in an early phase of the planning 
process. In this way, the toolbox can help to minimize the 
risk of flooding and simultaneously reduces the cost arising 
from the implementation and maintenance of drainage 
infrastructure.  
Author Keywords 
Fluid dynamics; flood simulation; spatial resilience; 
Grasshopper for Rhino. 

ACM Classification Keywords 
I.6.1 SIMULATION AND MODELING  

1 INTRODUCTION 
A modern city`s ability to thrive is compromised by many 
factors. Flooding and insufficient storm drainage systems in 
combination with rapid urbanization can have disastrous 
effects to the inhabitants [6]. Flood modeling is adopted by 
stakeholders to enforce an integrated water management to 

mitigate the risk of damage caused by flooding. A relatively 
new but promising approach in this field of research is flood 
resilience. A flood is typically a common event that needs to 
be considered as such. Furthermore, the number and severity 
of flooding events will increase: Experts from the United 
Nations University warn that due to climate change, 
deforestation, rising sea levels and population growth in 
flood-prone lands, the number of people vulnerable to a 
devastating flood will rise to two billion by 2050 [1,11]. 
Extreme natural disasters, such as tropical storms, are 
expected to become more frequent while rainfall events are 
predicted to become more intense. Modern planners and 
developers must adapt to new challenges in order to facilitate 
sustainable and resilience-focused urban planning. 
Conventional planning techniques are reaching their limits in 
such a context [9]. This paper demonstrates how the Spatial 
Resilience Toolbox – Flooding (SRTF) can be used as a 
flexible integrated urban planning and simulation framework 
to enforce flood resilience for urban developments. For this 
purpose, it evaluates any site plan regarding three different 
types of flood: (1) urban inundation, (2) tidal flooding and 
(3) river flooding. The toolbox then assesses the individual 
risks of a given spatial layout. During the planning process, 
it is possible to exclude insufficient proposals right at the 
beginning. As a result, the SRTF encourages stakeholders to 
develop the most suitable spatial solution for a specific area. 

The toolbox combines several computer-generated processes 
such as physically based simulation and evaluation models 
to visualize the current state of flooding resilience. It is 
construed to facilitate an integrated urban development 
workflow with the focus on flooding resilience to mitigate 
flooding outcomes, to minimize damages and most important 
to improve the life of the inhabitants.  

The SRTF is designed to provide valuable information about 
the status of resilience to support an integrated and 
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streamlined workflow. The main benefits of using the 
toolbox can be summarized with visibility and transparency, 
interactivity, flexibility and adaptability while using it during 
the urban design process. Thereby the most important 
outcome of the toolbox constitutes specific information 
pertaining to flood-resilience that allows the designer to rank 
different options of an urban development. To achieve this, 
we determined data visualization as one of the main goals of 
the toolbox. All necessary information is directly presented 
in the viewport as alphanumerical values and 3D scenario 
maps. Interactivity means it allows the user to directly work 
on the spatial layout, the terrain and the anti-flooding 
measures within the program to test out several options. 
Furthermore, the toolbox is construed to handle several 
scales, starting with for example simulating the risk of the 
rain-runoff inundation for one hospital to evaluating the tidal 
flooding risk for a whole city. Eventually, it is possible due 
to the program environment of Grasshopper to use the 
outcome of the SRTF to conduct other simulation and 
evaluation models. 
2 STATE OF THE ART 
Since the 1970s, the research community put systematic 
effort into developing and improving flood modeling 
techniques to forecast and to predict the outcome of flooding 
events for rural and urban contexts [4]. Two groups of 
methodologies emerged in the past century that are now the 
subject of ongoing research: Empirical methods and 
physically based hydrodynamic models [4]. Today, it is 
widely acknowledged that using physically based 
hydrodynamic models for predicting flood outcomes in an 
urban context constitutes the most realistic approach [8]. 
These models are well established in commercial packages. 
HEC-RAS [14], MIKE FLOOD [15] and Hydro-Bid [16] are 
amongst others, software tools to simulate, to present 
preceded flooding events or to present the probability of a 
flooding event for a specific location. These tools are mainly 
physically based, however, use different approaches to 
model urban flooding. Physical models are based on the 
understanding of the physics related to the hydrological 
processes [13]. They use physically-based equations to 
govern multiple parts of real hydrologic characteristics that 
represent realistic responses in the catchment area. The 
behavior is reproduced based on general physics laws and 
principles including water balance equations, conservation 
of mass and energy, momentum, and kinematics. Saint-
Venant, Boussinesq, Darcy, and Richard have developed 
some of the equations that physical models utilize [8]. 

Spatial and temporal variations within the evaluation 
perimeter can be adopted by physical models. They are 
organized like the real-world system. One of the main 
advantages of a physical model is the interaction between 
model parameters and physical catchment characteristics. 
This approach leads to a more realistic scenario. Physical 
models produce accurate results when precise data are 
available and the physical properties of the hydrological 
processes are correctly understood and applied. To function 

properly, the model requires the calibration of many 
individual physical and process parameters. Physical 
parameters are properties of the evaluation perimeter that can 
be measured; process parameters represent physical 
properties including average water storage capacity [8]. 
Therefore, physical models are site-specific. Most of them 
represent a three-dimensional system of the water exchange 
within the soil, surface, and air. Besides that, they are 
suitable to simulate groundwater movement, and the site’s 
interactions with sediments, nutrients, and chemicals.  

Logic dictates that the more advanced a model is, the more 
expensive it is in terms of data and computational resources. 
When physical data is hardly available, historical statistics in 
combination with simple black box models, such as 
hydrological models, can still produce valuable information. 
A 1D hydraulic model is helpful to understand and manage 
drainage networks in a relatively short amount of time (1 min 
to 1h) [3]. Therefore, these models are suitable for real-time 
applications. However, 1D models are not able to evaluate 
the effects when the network overflows and inundation is 
affecting the city surface. By contrast, two-dimensional 
hydrodynamic models have proven suitable and precise to 
simulate urban flooding. Due to the characteristics of urban 
areas and its inherent complexity, 2D models require long 
computation time (1h to several hours) [3], opposing real-
time applications. Combining storm drainage systems and 
urban inundation requires a 1D-2D coupling. The 
computation time (1h to several hours) [3] of this model is 
not sufficient for real-time purposes.  

Summarizing, there are very powerful tools (commercial and 
open source) available on the market. Most of them are 
characterized by a high level of accuracy and versatile 
configurations. Alongside with the great functionality comes 
an operation that demands profound knowledge and a 
detailed input of data. Besides that, the usage of 1D-2D 
models involves a substantial amount of computational time 
[3]. During the concept phase, where planners want to 
quickly compare a proposal with another, this is 
impracticable. 
3 FLOODING SIMULATION 
The objective of the SRTF is to offer an adaptable framework 
for stakeholders that are involved in a development project 
such as urban planners, investors, developers etc. to evaluate 
planning proposals according to its flooding resilience status. 
In the following, the methods that are used in the toolbox are 
explained based on a case study. The Toolbox was developed 
within the software environment of Rhinoceros3D and its 
Plugin Grasshopper for visual programming.  

The flooding component forms the main part of the SRTF. It 
can be further divided into a simulation phase and an 
evaluation phase. The simulation phase consists of two 
simulations, the rain runoff simulation, and the tidal and river 
flooding simulation. When the simulations are completed, 
the output information of each simulation is then evaluated 
and visualized. This includes the rain-runoff inundation risk, 
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the rain-runoff erosion risk, and the tidal or river flooding 
risk for a specific level of water and the average risk value. 
The simulations can be conducted individually for example 
by evaluating only the urban inundation that is caused by 
rainfall. The evaluations in this paper are conducted for a 
newly planned neighborhood of a tropical town.  
3.1 Rain Runoff Simulation 
The rain runoff simulation is conducted with the help of the 
interactive physics/constraint solver Kangaroo for 
Grasshopper by Daniel Piker. The toolbox can represent a 
rainfall event by equipping particles with a certain mass and 
gravitation force. During the simulation, the particles are 
attracted by the external gravitational force, which results in 
runoff. Thereby, the particles search for ways downwards 
comparable to rain runoff. They behave as spherules running 
off the 3D geometry (Figure 1). 

  
Figure 1. Using the rain-runoff simulation to compare different 
spatial configurations according to its behavior during rainfall 

They pick up velocity when running unhindered and 
accumulate at bottlenecks or depressions. There are three 
parameters that can be set individually to match several 
different rainfall events: (1) the number of particles, (2) the 
size of particles and (3) the number of iterations. The 
simulation gets more realistic by increasing the number of 
particles and simultaneously decreasing the size of each 
particle. Obviously, a simulation with the number and size of 
actual raindrops constitutes the most realistic scenario. 
However, due the immense consumption of processing 
power for billions of particles, such an approach is not a 
realistic option for common users with limited technological 
possibilities. The rain runoff inundation simulation for the 
case study was conducted with 10,000 particles with a 

diameter of 30 centimeters for each particle. The value of 30 
centimeters is used to reach the same volume with spherules 
as around four liters of water per square meter. This amount 
reflects approximately one hour of rain during a day with 
excessive rainfall (> 100 mm per day). For comparison, in 
February 2015, during an excessive rainfall event, the city of 
Jakarta (c. 450km from Semarang) recorded a precipitation 
of 277 mm on one day [12]. 

The number of iterations is based on the situation that is 
being evaluated. A smaller amount of iterations represents 
the situation during a rainfall event and shows bottlenecks 
within the urban layout whereas more iterations are used to 
evaluate local inundation that appears after a rainfall event. 
The simulation in this paper is carried out with 3000 
iterations. The most accurate practice for inundation would 
be achieved by letting the simulation run as long as there is 
movement in the scene. The results of further attempts had 
shown that in this case, the results are very similar after 3000 
iterations. During the simulation, the toolbox saves the 
locations for each particle after every 10 iterations. These 
locations are then being connected with curves to show the 
flow paths. Additionally, it saves a screenshot after 10 
iterations that can be merged afterward into a video, which 
shows the course of the simulation. The interval between 
iterations can be adjusted as needed. The value that is used 
in this paper is explained in the section of the erosion risk 
since it is also dependent on the number of flow-path 
segments.  
3.2 Rain Runoff Evaluation 
The risk assessment of the rain runoff inundation is 
conducted based on the location of each particle after the 
simulation. The toolbox counts the number of particles that 
are in a specific range within every building. The range is set 
to two meters by default. This allows to compromise the 
rating of a building in a negative way when it is surrounded 
by water under pressure. The value of the range distinguishes 
water that is running along the housing units from water that 
accumulates and pushes against buildings. Then the number 
is divided by the footprint area of each building. The higher 
the value the greater the risk of damages through flooding. 
This means that the density of particles near or at the 
buildings is responsible for the outcome of the evaluation. 
Buildings with a high risk of inundation are always 
characterized by an accumulation of particles nearby. The 
street network is treated similarly. Each street is further 
divided into segments at junctions or bends. Then the number 
of particles measured that are within a specific range near 
each street segment. The value is the same that is used for the 
housing units. The number is then divided by the area of the 
range. Now each building and each street segment is 
assigned with specific risk value. The information is 
visualized with color gradation in the viewport (Figure 2). 
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Figure 2. Comparing two proposals from the case study according 

to the rain-runoff inundation risk after 3000 iterations. Red buildings 
are considered flooded; proposal I - 38 vs. proposal II - 18 

The darker the tone, the higher is the risk of inundation for a 
specific home. Furthermore, there is a legend in the viewport 
that indicates the number of housing units and street 
segments affected by flooding (Figure 2 and Figure 3, bottom 
left). With the outcome of the rain runoff simulation, one can 
also conduct the rain runoff erosion risk evaluation (Figure 
3). Hereby the path of each particle is used to evaluate the 
runoff erosion risk. The toolbox creates the paths by 
recording the locations of the particles after a given amount 
of iterations. For the case study, the interpolation between 
locations is set to 10. So, the simulation with 3000 iterations 
produces paths with 300 segments for each particle. The 
value of the recording can be changed as needed. A smaller 
number constitutes a more accurate representation of reality. 
Nevertheless, it also affects the processing time in a negative 
way.  

In the next step, the toolbox measures the distance of each 
segment. This distance gives information about the velocity 
of each particle at a specific location. It is possible to cull 
segments with a low value, so the outcome shows only places 
that are subject to the risk of erosion. The algorithm 
automatically culls those paths where the travel distance is 
lower than a given value. For the presented case study, the 
value is set to 1.5 m. This means that only those paths are 
visible in the evaluation where its particles traveled with a 
velocity of 1.5 m or higher per 10 iterations. This procedure 
ensures a clear picture of the situation because there are  

 

 
Figure 3. Comparing two proposals from the case study according 
to the rain-runoff erosion risk after 3000 iterations. Red flow paths 
mark areas that are likely to face erosion; proposal I – 2.76 ha vs. 

proposal II – 3.1 ha 

3.000.000 flow-path segments in the scene. The remaining 
paths are displayed in the viewport with a gradient that shows 
the risk level of erosion caused by runoff (Figure 3). The 
algorithm also measures the area that is affected by the risk 
of runoff erosion. Therefore, it groups several flow-paths that 
are near each other with a given density threshold into a 
patch. The threshold is set to 1.5 m. Then it uses the segments 
located on the edge of the patch to span an area. This area is 
then measured and rated as prone to erosion. 
3.3 Tidal and River Flooding Simulation 
The second simulation the toolbox is capable of is the tidal 
and river flooding simulation. It illustrates and evaluates the 
impact of different water levels in the area. To measure the 
inundation, a plane is moved from a given altitude up to a 
predetermined value. The plane is considered as the surface 
area of a river, lake or the sea. To get precise information 
about which part of the geometry is flooded, the toolbox 
calculates the intersection between the plane and the 
surroundings (Figure 4). 

  
Figure 4. Using the tidal & river flooding simulation to compare 

three different water levels for a river flooding scenario 
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Everything inside the intersection area is perceived as 
flooded. Hereby, the toolbox culls areas that are not directly 
connected to the original surface. In this way, it is possible 
to evaluate the impact of, for example, dams where the 
terrain behind it can be lower than the level of water (Figure 
5). The simulation computes several water levels one after 
the other according to the input parameters. The altitude of 
the water level indicates the peak.  

  
Figure 5. Using the tidal & river flooding simulation to evaluate the 

outcome of an open dam for the same water level 

The frame count states the number of iterations between the 
lowest and the highest value. This case study was evaluated 
within a range from zero to eight meters. Although it is very 
uncommon in this region, this scenario is comparable to an 
intense storm surge like the one the hurricane Katrina 
produced in August 2005 [2].  
 

 
 

 
Figure 6. Comparing two proposals from the case study according to 
the tidal & river flooding simulation for a level of water of 8 m. Red 
buildings are considered flooded; proposal I - 32 vs. proposal II - 25 

3.4 Tidal and River Flooding Evaluation 
During the simulation, the risk assessment for the houses and 
the street network is presented in Figure 6. The legend 
(Figure 6, bottom left) provides details about the number of 
affected buildings and street segments. When the water level 
reaches the top of a platform of a building, it is marked with 
a red color. The toolbox applies a darker tone of red 
according to the depth of water. The depth is computed by 
iteration so each frame represents a depth of eight 
centimeters. It counts the number of iterations after a 
building is considered as flooded. In this case, the water 
levels that are deeper than 24 centimeters are considered 
equal. The values can be adjusted as needed. For this case 
study, the value is set to balance imprecisions and to match 
the threshold of lasting damages. The same methodology for 
assessing the risk applies to the city network. Hereby the 
lowest point of the street segment is evaluated. When the 
water reaches it, it is marked with a red color in the same 
manner as the risk assessment for the buildings. 

The last part of the evaluation phase is called the mean risk 
assessment (Figure 7). It is related to the tidal and river 
flooding simulation and gives an understanding of the risk 
distribution in the area. Whereas the prior evaluation is 
useful for evaluating the site for specific water levels, the 
mean risk assessment shows the risk of all scenarios 
combined.  

 
 

 
Figure 7. Evaluating the mean risk of two proposals from the case 
study according to the tidal & river flooding simulation. The color 

gradient reaches from red (high risk) to grey (low risk). 
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In this case, every single state of the tidal and river flooding 
simulation is recorded to compute the mean value. The 
toolbox then colors all affected buildings and street segments 
according to its mean associated risk from low to high 
(Figure 7). The algorithm behind that works as follows: 
Every building in the area is reduced to one point. As in the 
evaluation before the point is located on the foundation of a 
building. This point marks the threshold that distinguishes 
vulnerable from not vulnerable. The space above the point is 
considered vulnerable. To measure the mean risk, the 
algorithm counts every iteration when the point is flooded. 
In the end, this number is divided by the number of iterations 
that are used to conduct the simulation to get the mean risk. 
The same methodology applies to the street network and the 
terrain. Therefore, the terrain is interpolated to a grid, in this 
case, approximately three by three meters (the value is set by 
default but can be adjusted as needed). The surface consists 
now of several faces with one center point. The center point 
is used to define the risk value with the method explained 
above. The value of the center point is used for the 
corresponding face. Finally, the information is visualized by 
means of a gradient that shows the mean risk level of 
flooding (Figure 7). 
4 RESULTS & DISCUSSION 
In the presented case study, several parameters have been 
analyzed that affect the outcome of the SRTF. First, the 
accuracy of the results depends on the accuracy of the input 
data. A more detailed terrain surface can produce a more 
realistic rainfall runoff outcome than a less detailed surface. 
Furthermore, the accuracy can be increased by raising the 
level of complexity of the simulations. Technically, there are 
no limits to the richness of detail, e.g. the number of particles, 
or building geometry. However, the complexity goes along 
with processing power and time. The 3000 frames of the rain 
runoff simulation used in this case study take about two 
minutes to finish with a customary computer (i7, 4.0GHz). If 
one would increase the number of particles to get more 
accurate results, the simulation would take longer. The 
number of particles exponentially increases the processing 
time of the evaluations as well. Therefore, it is important to 
find the right balance between accuracy and speed. At least 
when the toolbox is used in a form finding process where fast 
feedback is essential for evaluating many different options. 
Nevertheless, on the same hand, it makes sense to increase 
the level of complexity for the simulation when the variety 
of proposals has shrunken. 

Another aspect one needs to consider is the size of the 
investigated area. To get precise results one may use a terrain 
that is larger than the actual site. In fact, the results become 
more accurate by increasing the investigated area. The 
surroundings have a direct impact on the investigated design 
(see Figure 2; the blue flow-paths are directed along the 
terrain and the layout of the buildings). Terrain and other 
solid geometry like buildings channel the runoff into a 
certain direction and therefore affect everything beneath. For 

the case study, we used a terrain that is about 80% larger than 
the design proposal.  

As it is commonly known, water is a fluid. For the evaluation 
of the rain-runoff inundation, this means that the situation is 
always changing until it settles. To represent reality, it would 
be necessary to evaluate every stage. Since this approach 
would take too long, one must find the balance between time 
and accuracy. As stated above, we used two stages to 
evaluate the proposals of the case study. The simulation is 
executed with 1000 respectively 3000 iterations to perceive 
the conditions after two different periods of time. After 1000 
iterations, the toolbox presents the situation during a rainfall 
event. After 3000 iterations, the simulation has progressed so 
far to represent the situation after a rainfall event.  

Comparing the two planning proposals described above in 
more detail, the major shortfall of the second proposal can be 
found at the T-junction in the middle of the neighborhood 
(Figure 8). It is evident, that the arrangement of the buildings 
in the first proposal is more convenient at this place because 
the excess water can runoff along the street.  

 

 
Figure 8. Comparing two identical extracts of the two proposals 

(presented in Figure 6) according to the rain-runoff simulation. The 
figure shows the situation amid the neighborhood. In the first 

proposal, the water runs downwards to east along within the street 
network (see arrow). In the second proposal, the water accumulates 
amid the neighborhood because it is blocked by the housing units 

(see circle).  

Therefore, to ensure the discharge of rainwater, planners can 
adopt the layout of the first proposal because it provides a 
better drainage in this area.  
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Both examples prove that the SRTF provides information 
about the status of flooding-resilience for urban inundation. 
Combined with the evaluation of the street network one can 
assess the functional capacity of a city’s infrastructure. In the 
viewport, it is visible, which parts of the neighborhood are 
cut off due to inundation. This information is essential to 
evaluate the resilience status of a city since the street network 
facilitates its operability. Moreover, the toolbox reflects the 
situation on site and provides feedback about the spatial 
layout. The outcome of the rain-runoff inundation evaluation 
constitutes essential information for further planning 
intentions.  

Besides urban inundation, the toolbox is also developed to 
evaluate the risk of erosion due to rain-runoff. This helps to 
mitigate fast runoff and therefore the risk of damages caused 
by erosion, debris, and landslides. Urban planners can take 
this information into account when developing buildings, 
neighborhoods or cities. The toolbox visualizes the 
evaluation by means of the flow paths. Combined with the 
description of the velocity the user gets profound data for the 
area. For example, at first sight, the situation looks in favor 
of the first concept when comparing the proposals about the 
rain runoff erosion risk. Hereby, the first concept seems to 
perform better because the affected area is smaller. But as it 
is visible in Figure 3, the runoff in the east gets slowed down 
by the green space in front of the houses. That means that the 
buildings are not harmed by the debris. By contrast, in the 
first proposal, the overall area at risk is less but the buildings 
that are affected are hit directly by the fast runoff.  

Additionally, Figures 6-7 depict the outcome of the tidal & 
river flooding simulation. The legend in Figure 6 states, that 
the first concept hosts its housing units in a way that during 
a high tide of 8 meters, there are 32 buildings flooded. At the 
same water level, there are only 25 buildings at stake in the 
second concept. This means that 7 homes can be saved from 
severe damages due to flooding by changing the spatial 
layout. Combined with the results of the mean risk 
assessment, the findings demonstrate that the second concept 
is not perfect but more suitable a tropical town in case of a 
tidal flooding event. 
5 CONCLUSION 
The SRTF provides information about the status of flooding-
resilience for urban inundation, tidal and river flooding. The 
rain-runoff simulation provides information about the status 
of inundation and the level of erosion in the area. On the one 
hand, this information is valuable because it enables the user 
to foresee the properties of a specific spatial layout during or 
after a rainfall event. One benefit is obvious: In order to 
eradicate insufficiencies within an urban system, it is 
necessary to detect them. The toolbox presents all necessary 
information visually so the user can get an exact image of the 
advantages and deficiencies of a design concept. In the same 
manner, the user is provided with information that allows 
rating certain layouts according to its characteristics towards 
rain-runoff. As shown in the case study, the second layout is 

more suitable for the area regarding the rain-runoff 
inundation risk. As it is shown in the images (Figure 2), the 
second neighborhood would suffer less during a heavy 
rainfall event. After 3000 iterations, the number of housing 
units that encounter a risk of inundation decreases about 20. 
A similar discrepancy applies to the street network. There are 
6 segments fewer affected in the second proposal. Hence, by 
choosing the second proposal over the first one, the damage 
caused by a heavy rainfall event could be reduced by more 
than 50 percent. It also indicates that the effort of 
implementing stormwater infrastructure is higher in the first 
concept because there are more insufficiencies within the 
urban system.  

We want to clarify that the approach that is presented in this 
paper is not intended and able to replace the actions carried 
out by hydraulic engineers but instead it should assist the 
urban designer or other non-hydrologists to analyze a site 
plan quickly and effectively or to implement measures for 
enforcing resilience during an early phase of the planning 
process. This means that urban designers can develop a 
concept with a realistic focus on flooding hazards.  

The findings that are presented in this paper prove that the 
SRTF is construed to support decision making during the 
planning process of an urban development. It enables 
decision-makers to foresee the impact in advance which 
gives them the means to act when it is still possible. For 
example, the mean risk evaluation provides useful 
information about locations that are not endangered by 
flooding and therefore suitable for e.g. housing units. 
Alongside comes the ability to divide a plot into parcels with 
different functions. For example, locations with a high risk 
of inundation are not suitable for housing or commercial 
estates but rather can be used for green spaces or public 
spaces with mobile structures such as markets. With the 
SRTF, it is easy and fast to locate such places.  

In conclusion, it can be said planning in flood-prone areas is 
a complex task. There are many issues that need to be taken 
into account in order to plan a site effectively. One crucial 
factor hereby constitutes the orientation and the arrangement 
of the buildings. Conventional planning techniques without 
computational assistance are reaching their limits in such a 
context. The SRTF overcomes this issue. The findings prove, 
that its usage provides a convenient approach that assists 
users to enforce flooding resilience for future urban 
developments. 
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ABSTRACT 
Leveraging Geographic Information Systems (GIS) for 
spatiotemporal visualization and analysis of simulated 
UBEM datasets and real-world data simultaneously can 
assist in identifying opportunities, as well as potential 
barriers, to energy efficient and climate adaptation strategies. 
However, current GIS-based models that support interactive 
exploration of adaptation strategies and future scenarios are 
scarce and do not easily incorporate building energy use data 
for visual analysis over time. This paper describes a 
workflow to integrate simulated building energy 
consumption data associated with variable energy efficiency 
scenarios within a GIS platform for interactive 
spatiotemporal visualization to support climate adaptation 
decision-making. The contribution of the work presented is 
in the ability to selectively view and analyze simulated 
building energy performance data layered with other real-
world geospatial data through an automated feedback loop 
between an UBEM and ArcGIS. An interactive interface is 
designed in ArcGIS to enable users to explore building 
performance scenarios spatially and over time. Using a 
downtown neighborhood in Syracuse, New York, USA, as a 
case study, preliminary results demonstrate how the 
workflow provides insight into existing energy use issues 
and potential for implementing strategies such as energy load 
shifting or building retrofits. A discussion includes 
opportunities as well as challenges to the workflow in 
facilitating understanding of urban energy model outputs by 
multiple stakeholders in evaluating potential energy efficient 
strategies. 
Author Keywords 
UBEMs; GIS; Visualization. 

1 INTRODUCTION 
In the context of sustainable urban planning and resource 
management, the integration of energy modeling and real-
world data into decision support tools is becoming 
increasingly important for stakeholder involvement in 
determining climate adaptation measures. Developing 
neighborhood-scale energy efficiency strategies for building 

stocks is a key component to meeting GHG emission 
reduction targets, since a majority of near-term 
implementation of sustainable measures often occur at the 
municipal level [19]. Common practices for energy 
efficiency strategies include building retrofits such as 
glazing replacement or enhanced insulation, advanced 
conversion and storage technologies integrated with smart 
grid systems, energy load-shifting, and distributed 
generation schemes [9]. Whereas an understanding of 
building performance is a key factor to address the 
implementation of strategies such as building retrofits, 
conversion technologies, and energy use load-shifting, the 
spatiotemporal characterization of building demands in the 
context of other information, such as demographic data and 
renewable resources, is especially necessary to assess the 
effectiveness and economic viability of adaptation measures. 
The characterization of renewable resources is important for 
sizing and operation of technologies such as heat pumps, 
combined heat and power, and thermal storage, whose 
efficiencies are time- and temperature-dependent [8].  
1.1 UBEMs in Sustainable Planning 
Visualizing and forecasting impacts of various building 
adaptation measures can assist city governments and 
community stakeholders in creating a net-positive 
environmental impact while enhancing their resilience to 
climate change. Urban building energy models (UBEMs) are 
being developed to support forecasting of climate adaptation 
strategies at the building level by estimating neighborhood-
scale hourly energy demand loads. The goal for such models 
is to explore future scenarios for various design strategies, 
and to prioritize the most effective solutions. UBEMs can be 
used by urban planners to evaluate and quantify the 
efficiency of urban design policies by comparing different 
proposed strategies and understanding implications at a 
community level. Furthermore, they can be used to inform 
individual citizens about estimated energy consumption 
behaviors in order to reduce electricity bills and to contribute 
to energy efficient targets on the community scale. UBEMs 
thus provide a pathway between municipality or city goals, 
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and the specific proposed strategies or design interventions 
required at the scale of a district or the whole city. While 
urban modeling approaches allow trained users of the tool to 
assess potential impacts of multiple climate adaptation 
strategies, their engagement with non-expert stakeholders is 
limited to the evaluation of static proposals in a single 
moment of time [16]. Techniques for visualizing UBEM 
outputs are typically in the form of 2D graphics with fixed 
3D views of the context. Recent developments in 4D 
interfaces for urban models seek to convey spatial and 
temporal dynamics of energy services at the urban scale by 
offering the simultaneous comparison of both power and 
temperature requirements in both individual and clusters of 
buildings [8]. Despite advances in generating 
multidimensional views of simulation results, current 
interfaces are still expert-driven, privileging the designer or 
building scientist’s perspective. Further, the simulation data 
tend to be viewed in isolation, requiring additional tools for 
analysis with other geospatial information. One of the major 
challenges to current UBEMs is the need for GIS-based 
visualization of UBEM results to ensure that stakeholders 
easily understand key takeaways, such that results can 
inform decision making in a seamless workflow [10]. When 
cleaned and layered in a GIS platform, geospatial 
information can be used to illustrate, analyze and draw 
conclusions about important urban features such as energy 
usage, capacity, and potential [14]. In order for policy 
makers and other non-experts to utilize UBEMs for 
evaluating a range of possible strategies over time, the 
communication of their outputs should be in a form that is 
spatial, variable, and comparable to other types of relevant 
environmental, socio-economic, and demographic 
information for a holistic view on the potential of such 
strategies. 
1.2 UBEMs Informed by GIS 
Geographic Information Systems (GIS) can be powerful 
platforms for interactively visualizing layered 
spatiotemporal datasets, including building and urban energy 
data, and for gaining a holistic view of past trends, current 
conditions, and future scenarios related to the physical, 
ecological, political, and cultural aspects of the built 
environment. GIS systems are designed to store, retrieve and 
analyze geographically referenced data. In GIS platforms 
such as ESRI’s ArcGIS, information is contained as a spatial 
data layer, and data are spatially referenced through map 
projections using coordinate systems. Spatial data layers can 
be overlaid, manipulated, and combined to form composite 
layers. This offers the ability to perform overlay analysis, 
and hence, the ability to analyze the trends and patterns of a 
geographically defined area by exploring the relationships 
between spatial data layers.  

Many UBEMs rely on GIS databases to generate 3D massing 
models for urban energy modeling and analysis [19]. Recent 
research in urban energy models and tools have utilized GIS 
capabilities to enhance understanding, analysis and 
dissemination of neighborhood and city-scale energy 

systems and strategies. Fonseca and Schlueter [8] developed 
a framework to input geo-referenced data of existing or 
foreseeable urban scenarios that also calculates the hourly 
power and temperature requirements of energy services in 
buildings. Kim et al. [12] developed a BIM-GIS integrated 
web-based building energy data visualization system to 
monitor and manage energy use on a city-wide level. Ma and 
Cheng [15] used a GIS integrated data mining framework for 
estimating the building energy use intensity (EUI) at the 
urban scale. Kontokosta and Tull [13] designed a web-based 
tool to enable building stakeholders and the general public to 
explore and compare patterns of building energy use across 
New York City, whereby users can query the energy 
consumption of individual buildings and compare that 
against buildings of similar type, age, size, or location. 
Alhamwi et al. [2] developed a GIS-based model where 
electricity demand is represented as a function of space and 
time at the distribution level in order to investigate the 
deployment of renewable energy sources at the city level. 
The Smart City Energy platform is yet another example of a 
web-based GIS interface used to explore potentials for 
renewable energy, green roofs, and risks associated with 
urban heat island and energy poverty [22]. 

The deployment of renewable energy resources, such as 
solar, requires a deep understanding of its spatiotemporal 
characteristics for the design and evaluation of solar 
application systems. In order to assess potential locations and 
feasibility of such energy efficiency strategies, the 
environmental and socio-economic conditions must be 
considered for adequate support decision-making [20]. The 
ability for GIS-based tools to facilitate the deployment of 
energy efficient strategies and renewable energy resources in 
the context of other geographic data has been investigated for 
several decades [23]. The recent developments in ESRI’S 
GIS software include solar radiation analysis tools in the 
ArcGIS Spatial Analyst extension, which allow the 
calculation and analysis of the effects of the sun over selected 
geographic area and for specific periods of time [5]. These 
tools and extensions begin to address growing interest and 
opportunities for visualizing energy-related data within a 
GIS platform.  

Recent work demonstrates how GIS data can significantly 
inform the development and use of urban energy models. 
However, GIS-based models offering flexibilization options 
and strategies are still scarce [2], and downscaled 
microclimate data is not easily viewed in GIS at the 
neighborhood level [5]. Further, the GIS platform itself is not 
typically used as the primary interface for viewing urban 
energy model outputs, thus missing an opportunity to view 
energy consumption data and proposed energy efficient 
strategies in the context of other relevant geospatial data. 
Data related to land use, building age, and income can shed 
light on the socio-economic conditions that may either 
support or require alternative approaches to implementation 
of climate adaptation strategies. These challenges, combined 
with current issues with visualizing UBEM outputs in a way 
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that is accessible by non-expert users, demonstrate the need 
for methods to facilitate the spatiotemporal visualization of 
current and future building performance and energy 
behavioral scenarios in association with other geo-referenced 
datasets. Understanding the complex spatiotemporal 
relationship between hourly building energy use in the 
context of other real-world geo-referenced datasets has only 
recently become possible through the advancement of 
UBEMs and GIS platforms and interfaces, making this 
valuable territory for sustainable design and urban planning. 
1.3 Research Objectives 
Leveraging the GIS platform for spatiotemporal 
visualization of real-world and simulated UBEM datasets 
simultaneously can assist in identifying opportunities, as 
well as potential barriers, to climate adaptation strategies in 
the context of other relevant geospatial data. Information 
such as building age, land use, and income can be valuable 
when inputting parameters and testing strategies through an 
UBEM. For instance, we may recognize that design retrofits 
and load-shifting strategies can be effective, but in what 
areas and to which buildings are they most likely to have the 
greatest impact?  

The objective of this work is to investigate how a GIS 
platform can enable more informed decision-making when 
constructing an UBEM and viewing its results. A method is 
developed to integrate simulated building energy 
consumption data associated with variable energy efficiency 
scenarios within a GIS platform for interactive 
spatiotemporal visualization of multiple building and urban 
datasets. Datasets include building age, type, and occupancy, 
to inform how and where load-shifting strategies might best 
be implemented, thus informing the UBEM itself. A 
feedback loop is created between an UBEM and ArcGIS that 
supports iterative testing of load-shifting scenarios to 
facilitate the spatiotemporal visualization of various UBEM 
outputs spatially and over time. A downtown neighborhood 
in Syracuse, New York, USA is used as a case study to test 
the viability of our workflow, specifically to identify existing 
energy use issues and opportunities for implementing 
strategies such as retrofits and energy load-shifting. Designs 
for a graphical user interface (GUI) support exploration of 
strategies over time within a web-based application. The 
broader aims are to facilitate better understanding by non-
expert stakeholders of existing energy use issues, such as 
peak energy use demand, and to identify the viable 
opportunities and potential barriers for adaptation strategies 
in the context of various physical, demographic, and 
environmental data. 
2 METHODOLOGY 
The proposed workflow was implemented on a downtown 
neighborhood in Syracuse, New York, to analyze existing 
energy use behaviors, highlight issues of energy 
consumption, and propose behavioral strategies and analyze 
their effect on reducing peak energy demands at a 
neighborhood scale. 

The workflow is illustrated in Figure 1. The first step was the 
development of a base model UBEM to simulate energy use 
patterns and behaviors for the Syracuse neighborhood case 
study. The second step involved acquisition of simulated 
energy use data and real-world data and integration within 
the ArcGIS platform, where data layers could be overlaid and 
visualized spatiotemporally. The third step involved the 
design of the GUI to visualize and analyze UBEM scenarios 
in hourly timesteps and in association with other building 
data. By creating a feedback loop between UBEM outputs 
and ArcGIS, hourly energy use results of alternative 
scenarios could easily be tested and viewed spatiotemporally 
in ArcGIS. The following sections of the Methodology 
describe the development of this workflow. 

 
Figure 1. Diagram of the proposed workflow. 

 

2.1 UBEM Development and Simulation  
A baseline UBEM for this case study was generated using 
the Urban Modeling Interface (UMI) [18] plugin for the 
Rhino3D CAD software. Syracuse Hancock Typical 
Meteorological Year (TMY3) weather file was used in this 
study. The generation of the UBEM required a definition on 
geometric and non-geometric properties for each building in 
the model. GIS data provided information on building 
footprint and height to generate 3D massing, which was used 
to calculate areas and orientation. Information for building 
construction, material properties, and Window to Wall Ratio 
(WWR) are usually provided from a survey of existing 
construction or from the district municipality archives; in our 
case we used geospatial vector data, or shapefiles, for 
determining building orientation, size, and WWR.  

Non-geometric buildings and occupant inputs included 
envelope construction details, HVAC systems properties, 
occupancy schedules, and dominating schedules of energy 
use for each building type. These factors influence energy 
demand and should be defined to reflect the existing 
properties and behaviors that represent the energy use 
patterns of the urban context. Since energy use behaviors are 
uncertain and difficult to define, calibration methods can be 
utilized to generate more accurate behavioral inputs and 
outputs, provided that the measured data is available [7,21]. 
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Figure 2. Examples of publicly available and simulated geospatial data related to physical, demographic, and environmental conditions 
within the Syracuse, NY, case study.

In the absence of detailed behavioral information, the 
process relies on deterministic assumptions and the expertise 
of the modeler. This deterministic simplification of unknown 
occupant related parameters is relevant in energy modelling 
[24]. In our baseline UBEM, we needed to define behavioral 
information such as cooling and heating setpoints and 
illuminance targets, which we defined as single values using 
ASHRAE 90.1 [1] and IESNA standards [17]. Building 
construction details and building systems properties were 
also defined according to ASHRAE 90.1 guidelines for the 
Syracuse Climate Zone 5A, Cool-Humid. All schedule, 
construction, and HVAC system inputs were then combined 
into a template that characterized each specific building type 
and were used to detail a thermal simulation model.  

UMI’s operational energy simulation was based on an 
algorithm that abstracts an arbitrarily shaped set of building 
volumes into a group of simplified “shoebox” energy models 
[6] and uses EnergyPlus as an underlying simulation engine 
[4]. A single dominating energy use schedule for each 
building type was defined empirically using the data 
collected for commercial, school and offices and residential 
operational hours. After assigning the detailed templates to 
the buildings in our model, simulations were performed to 
generate Energy Use Intensity (EUI) data (energy per square 
foot per year) for each of the buildings. Hourly data for 
heating, cooling, lighting and equipment energy use was 
extracted.  

With the UBEM simulation, we could predict the impact of 
different scenarios and sustainable strategies on building 
energy use, such as building design and retrofit proposals or 
load shifting and shedding strategies, by adjusting geometric 
and non-geometric inputs. For example, we could 
manipulate geometric parameters such as shading devices, or 

the choice of materials, and run the simulation to get outputs 
for hourly energy use. We could also simulate the impacts of 
load shedding / shifting strategies to compare the effects of 
different heating or cooling setpoints, and illuminance 
targets, as well as the effect of different occupancy and usage 
schedules to the existing behavioral patterns of energy use. 
For our case study UBEM we focused on simulating the 
impacts of behavioral load shifting strategies on reducing the 
energy use demand during peak hours. In this case UBEM 
behavioral inputs were represented as schedules that reflect 
the percentage of energy use at each hour of the day. These 
inputs can be modified to represent a precooling/preheating 
strategy or the scheduling of heavy equipment use during 
off-peak hours to save energy and cost. 
2.2 Integration of Hourly Energy Use Data with ArcGIS  
Similar to UBEM templates that combine a list of inputs 
(properties), GIS can spatially combine information in the 
form of attribute tables (text files/spreadsheet) that contain 
features that are linked to the tabular data and a specific 
location. Attributes for individual buildings can be modified 
to include features that contain both publicly available 
geospatial data as well as simulated data. Geospatial datasets 
can be imported to ArcGIS in the form of vector data, or 
shapefiles, with information related to the physical 
characteristics of the built environment, such as building 
height, type, age, and number of floors or overall square 
footage. Demographic data can include income, population 
density, and occupancy. Simulated data related directly to 
energy and the environment can include solar radiation, 
existing building energy use, and proposed energy use under 
different scenarios (Figure 2). 

In our process, the energy use results simulated from our 
UBEM included hourly values for lighting, heating, cooling, 
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and equipment energy use. These results were exported as 
comma-separated values (CSV) files, which were then 
imported as a text file into the ArcGIS platform. The hourly 
energy use values were assigned as customized attributes, or 
energy use features, to individual building object IDs via a 
master CSV file. Geospatial data was collected from an 
ArcGIS database and from site surveys for building age, land 
use, number of occupants, and building properties. This data 
was combined into the master CSV file using the 
corresponding building IDs. Once the CSV file was linked to 
each of the building features, then the simulated energy data 
could be directly viewed, manipulated, and analyzed in 
ArcGIS alongside multiple real-world geospatial datasets. 
This CSV file could be linked to the attribute table in GIS, 
hence an update in the simulation results would update GIS 
inputs and the visualization through the GUI. 
3 EXPERIMENTAL RESULTS 
Once all physical, demographic, and energy-related datasets 
were integrated into ArcGIS, filtering analysis was applied 
using all the data layers to provide insights into existing 
energy use issues and opportunities for energy efficient 
strategies to reduce energy use during peak demand hours. 
Preliminary studies utilized the selective filtering of real-
world and simulated energy use datasets in ArcGIS to 
examine factors that could inform strategies related to 
building retrofits, and load shifting through changes in 
energy use behavior. 

3.1 Building Retrofits 
The first phase of analysis sought to identify which, if any, 
buildings had potential for building envelope and equipment 
retrofits. Data used for analysis included building type, 
building age, income level, and simulated energy use data 
through the UBEM. Buildings were grouped into age ranges 
for every 25 years then mapped in ArcGIS accordingly. 
Filtering analysis was used to visualize the relationship 
between specific age ranges and energy use. Visualizations 
of each age range illustrated which of these buildings were 
consumers of high energy based on occupancy, size, and 
simulated energy use (Figure 3). Furthermore, this multi-
dimensional visualization allows us to identify the 
relationship between users’ energy use intensity and building 
types, occupancy level, building size and income. The 
different layers that are used for our analysis are illustrated 
in FIGURE 3. Visualizations also showed that the majority 
of the offices and residential buildings in this area were built 
prior to 1950, indicating the likelihood that these buildings 
have inefficient envelopes, heating, and cooling equipment. 
The analysis provided several insights as to which subset of 
aged buildings with high energy consumption might require 
different energy efficient strategies. It also suggested that 
focusing on energy efficient strategies for aged buildings 
could have a greater impact on reducing the overall energy 
use of the neighborhood than if applied to newer buildings.  

 

 
Figure 3. False color simulated hourly energy use for buildings in the Syracuse downtown neighborhood. Users can select a building and 

view a GUI that presents detailed information about the selected building, including age, types with their dominating energy use schedules, 
and total energy use over a typical 24-hour period. 
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Layered onto the analysis was demographic data related to 
income, to factor in potential barriers to building retrofit 
solutions such as upgrading the building envelopes or 
equipment. A majority of aged buildings with high energy 
consumption predictions were located in areas with lower 
income, raising concerns as to the economic feasibility of 
such upgrades and pointing to the investigation of alternative 
strategies. In this situation, behavioral adjustments presented 
a possible alternative approach that could be effective in 
stabilizing the energy demand during peak demand hours. 
This would require shifting heavy duty equipment use to 
evening hours and applying pre-heating strategies. 
3.2  Energy Load Shifting  
The next phase of analysis identified aged buildings that 
were likely to contribute to high energy use specifically 
during peak demand hours, in order to implement possible 
load shifting strategies to offset grid pressures. This analysis 
layered geospatial data for building type, hourly occupancy, 
and simulated hourly energy use data. The spatiotemporal 
visualizations illustrated that peak energy demand for 
commercial and office buildings built prior to 1950 
surpassed the grid energy supply during late afternoon hours. 
During this high demand period, the city is obliged to depend 
on peaker plants, which typically are expensive to operate 
and use more fossil fuels than non-peaker plants [3]. To 
avoid use of peaker plants, load shifting strategies were 
proposed to analyze their potential impacts on overall 
building energy use for the downtown neighborhood.  

Strategies included energy use behavioral adjustment by 
shifting heavy-duty equipment use to evening or early 
morning hours, when energy demand is lower. Load-shifting 
was also applied by implementing pre-heating and pre-
cooling strategies. In this case, HVAC systems schedules and 
setpoints were modified to operate at a higher level in hours 
that preceded the afternoon peaks; this would require 
building inhabitants to turn-off the HVAC systems or set an 
energy efficient setpoint during the peak hours while 
maintaining comfort levels.  

In order to test and visualize the effect of the proposed load-
shifting strategies, behavioral inputs of our baseline UBEM 
were modified to reflect these updated behaviors. We 
modified the operational schedule inputs of HVAC 
equipment, and modified the intensity inputs such as 
heating/cooling setpoints to reflect the proposed strategies. 
Schedules of energy use in the UBEM represent a percentage 
of energy use for each hour of the day. New simulations were 
generated and their outputs updated directly to the ArcGIS 
hourly geodatabase for building energy use features. These 
results were then compared with the existing conditions in an 
interactive GIS interface (Figure 4). 

 
Figure 4. Example of interactive slider viewer comparing energy 

use before and after load shifting strategies are applied. 

 
4 DISCUSSION 

4.1 Summary of Findings 
Through the use of ArcGIS as a primary interface for 
analyses, we were able to visualize the peak energy use 
demands spatiotemporally by layering together simulated 
energy use data, land use, building type, building age, and 
occupancy. Patterns of energy use for specific building types 
and ages were easily filtered and isolated for spatiotemporal 
analysis, which enabled a more holistic understanding of the 
potential feasibility, as well as possible barriers, to 
implementing strategies such as retrofits or load shifting. 
These preliminary analyses are modest examples of what 
could be further studied for the future of urban energy 
systems. Many other physical, environmental, and 
socioeconomic factors are important to consider in the 
evaluation of scenarios and strategies. Layering this 
information might reveal unexpected concerns but also 
potential solutions.  

The workflow presented creates a useful feedback loop 
between UBEM and ArcGIS, making the iterative testing of 
urban energy strategies in the context of other data more 
easily achieved. When the UBEM gets modified and results 
updated, the data is easily integrated to the ArcGIS building 
objects and attributes. This process of integrating simulation 
results and GIS is automated, so that changes made to an 
UBEM can be immediately simulated and results viewed 
interactively in ArcGIS. The feedback loop works in both 
directions; the UBEM produces data for ArcGIS 
visualization and analysis, and the layered information 
coming out of GIS can produce important insights and new 
parameters that inform the UBEM development. 
4.2 Opportunities for Visual Analysis and Dissemination 
In contrast to existing methods for visualizing outputs from 
UBEMs, which tend to be static 2D or 3D views, our 
approach enables the user to spatialize the building energy 
use data layered with other relevant information. The 
spatiotemporal visualization of multidimensional datasets 
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through an interactive GIS platform facilitates analyses of 
energy efficient strategies, not in the black box of an energy 
model, but in the open-ended context of real-world data. In 
our process, interactive visualization in ArcGIS is the 
primary method for exploring datasets, interpreting and 
investigating analysis results, and communicating valuable 
findings. Since each data layer can include attributes with 
high granularity, the user can visually explore and 
manipulate the data at different levels. Data is spatially 
located and can be identified using dynamic selection, which 
can also be used to filter data sets for analysis; by selecting 
specific layers, the user can isolate and compare layers of 
data/outputs. Within the ArcGIS platform users can also 
create dashboard charts which are dynamically connected to 
the spatial data. This aspect allows users to run hot spot 
analysis by selecting specific results in the dashboard charts 
that link the user to specific areas in the map. Datasets with 
temporal components can be visualized spatially though 
sliders and in a dashboard through line charts. To spatially 
visualize time series data, data should be summarized in time 
step layers and linked to a timeline slider. The user can also 
visualize temporal spatial-data overlaid with other data 
layers. This temporal visualization can be used to identify 
anomalies in behaviors and patterns. 

Custom generated data layers can be exported to a GUI, 
where the layout can be edited, and some visualization 
features can be added to make the interface user friendly. 
This interface can be then published and shared with various 
stakeholders (urban planners, utility companies, policy 
makers, etc.) to facilitate evaluation and communication of 
sustainable urban planning and resource management 
strategies. 
4.3 Limitations and Future Work 
As with any creation and use of data, there are limitations to 
the accuracy and assumptions behind the data, including that 
which is simulated. Understanding the bias behind data and 
how data can be manipulated are also important 
considerations when maps are generated for communicating 
a position or set of strategies. In our examples, there are 
conclusions drawn between income level and economic 
feasibility, or between the outdated conditions of HVAC 
systems and older buildings that would require further 
research to verify the state of individual buildings and their 
systems. However, the workflow is not intended to solve 
problems directly, but rather assist with clarifying questions, 
and identifying issues and opportunities that could benefit 
from further investigation.  

Future work focuses on implementing this process as a 
plugin to UBEMs for a user-friendly exploration, analysis, 
and visualization interface. Further development of a GUI 
could be action-based to enable users to easily explore a 
library of energy efficient strategies, generate input for an 
UBEM, and obtain updated results through the automated 
process for quick viewing in the context of other 
socioeconomic information. Incorporating benchmarking 

data as a GIS layer would also be beneficial for calibrating 
the UBEM and for evaluating strategies in the context of 
city-wide policies for building energy use. With 24 U.S. 
cities with benchmarking policies in place, workflows with 
GIS interfaces such as this one could address challenges 
related to communicating the complex data to those outside 
the building energy efficiency community. Finally, testing 
the workflow and interface with stakeholders will provide 
valuable feedback for improving its usability and application 
in real-world settings and communities. This is especially 
important for enabling those who live in disadvantaged 
neighborhoods to articulate how their own communities 
might be understood by the interface, in light of investment 
and development of sustainable strategies.  
5 CONCLUSION 
This paper described a workflow to integrate simulated 
building energy consumption data associated with variable 
energy efficiency scenarios within a GIS platform for 
interactive spatiotemporal visualization to support energy 
efficient strategies and climate adaptation decision-making. 
A feedback loop was developed to link UBEM hourly 
simulation results to building attributes in ArcGIS for 
visualization and analysis of energy efficient strategies over 
time and in the context of other georeferenced data. This 
work addresses current challenges with UBEMs by 
developing an automated process to integrate simulated 
building energy performance data layered with GIS, enabling 
users to selectively view, analyze, and update composite data 
layers for a more holistic understanding of the potential 
feasibility, as well as possible barriers, to implementing 
strategies. Analysis of a case study of downtown Syracuse, 
New York, demonstrated how the workflow provided insight 
into existing energy use issues and preliminary evaluation of 
load-shifting strategies. Future work points toward 
implementing this process as a plugin to UBEMs, further 
development of the GUI, and testing for stakeholder input.  
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ABSTRACT 
Occupants’ presence and activity schedules directly 
influence residential energy consumption loads. Regardless 
of their widely acknowledged importance, developing proper 
representative occupancy inputs for urban energy use studies 
of residential neighborhoods remains to be a challenge to 
overcome. The presented work aims to balance between 
accuracy and complexity of such occupancy models by 
developing a technique that takes advantage of a previously 
proposed sophisticated method for schedule generation and 
attempts to refine and simplify its results for practicality 
purposes. 

Here, we used a Markov chain transition probability matrix 
based on the American Time-Use Survey (ATUS) database 
and selectively refined its outputs according to the data 
collected from our own designated population of study. The 
resulting refined schedules were incorporated into the Urban 
Modeling Interface (umi) interface and were then tested on 
our pilot case study, a relatively low-income dense 
neighborhood in the Midwestern United States composed of 
272 residential buildings. An initial investigation of this 
technique’s performance suggests that while the use of the 
ATUS based model provided a high level of variability and 
sophistication, the customization step ensured that the 
resulting schedules are representative of our population and 
its characteristics. More importantly, we were able to 
maintain simplicity and practicality. 
Author Keywords 
Urban Building Energy Simulation, Occupancy Schedules, 
Markov Chain, Time-Use Data.  

ACM Classification Keywords 
I.6.5 SIMULATION AND MODELING; 1.6.5 MODEL 
DEVELOPMENT 

1 INTRODUCTION 
According to the 2018 Annual Energy Outlook [13], the 
building sector (both residential and commercial) accounted 
for more than 27% of total U.S. delivered energy in 2017. 
Unfortunately, projections for the future are not decreasing 

and are in fact predicted to be growing by about 0.3% per 
year. As a consequence, energy use in buildings has become 
a growing concern of both the public and professionals in the 
field [14]. However, a key concept that historically had been 
neglected for too long is that “Buildings don't use energy: 
people do” [7]. It is now an established fact that whether one 
is concerned with studying the current state of energy use in 
buildings or is proposing energy saving measures for 
improvement, an understanding of occupancy behavior and 
its implications for energy use is vital [8]. Some researchers 
even go as far as suggesting that residential demand profiles 
are for the most part shaped by their corresponding 
occupancy patterns. For instance, the Tyndall Center’s report 
on microgrids (2005) states that ‘‘electricity load profile 
depends mainly on the household size and occupancy 
pattern.’’ [1] 

Hence, in the recent years, there has been an increase in the 
body of literature concerned with energy-related occupant 
behavior in buildings [14]. As a result, today almost all 
energy modelling and simulation software tools use some 
sort of data linked to occupant behavior and treat it as a 
defining factor in their calculations of yearly profiles for 
heating, cooling, lighting ventilation and even plug loads. 
The most common form of this data is known as ‘‘diversity 
profiles,’’ which is a schematic occupant presence profile of 
a space or thermal zone over a given period of time. Such 
profiles intend to reproduce the real occupancy of the space 
in order to accurately estimate the impact of peoples’ 
presence and activity levels on energy load demand 
calculations of buildings [2]. 

These profiles usually consist of a combination of weekday 
and weekend schedules for the particular type of building 
(for instance residential or commercial) in discussion. 
Software users are often given the choice of using the 
predefined generic schedules in the simulation tool’s default 
library or defining their own profiles instead. While the 
second option is meant to give the user flexibility and higher 
precision, the reality is that high quality occupancy data in 
all its stochastic variety is scarce, and often times, the user is 
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left with no choice but to use the predefined generic 
schedules. Given that occupancy is understood to have a 
considerable influence on internal loads, ventilation 
requirements and thus building energy consumption [15]; the 
use of such generic schedules in energy models results in 
large gaps between the predicted and actual energy use of 
buildings [10].  

Accordingly, with the global aim of enhancing simulation 
approaches and increasing energy efficiency in buildings, 
multiple efforts have been made to generate high-resolution 
occupancy schedules and use them as a substitute for generic 
predefined universal schedules. For instance, some newer 
models utilize Time-Use Survey (TUS) dataset to produce 
realistic occupancy data. A TUS is a large survey of how 
people use their time and includes detailed 24-hour diaries, 
completed at predefined intervals by many thousands of 
participants. The TUS data includes the location of the 
participants at each time step in the diary, and can thus be 
used to identify the number of active occupants in a building. 
A fine example of such efforts is the Markov chain transition 
probability matrix that Richardson et al. (2008) have 
developed based on the UK’s 2000 TUS data [12].  

If we were to put all the occupancy behavioral models on a 
spectrum of accuracy, previously discussed generic and 
simplified occupancy schedules would land on one end,  
while TUS based models would probably land on the 
opposing end of the spectrum. However, the latter models’ 
accuracy and precision, comes at the not so cheap price of 
them being overwhelming, complicated and in 
uncompromising need for a high-resolution database of large 
magnitude. All of this means that such techniques are still far 
from being practical enough to become part of the common 
practice. Moreover, since TUS surveys are often conducted 
on a national level, such models can only represent the 
typical lifestyle in the same scale and are hence in need of 
serious revision if their intended use is for a specific 
population with unique characteristics, which is the case in 
this study. The unique characteristics of our population will 
be discussed in the following sections of this manuscript. 

When faced with this wide range of occupancy behavioral 
models and considering the shortcomings of each type, the 
question that arises with every choice is that of efficiency. It 
should not come as surprising that all users hope to use high-
resolution and accurate data as the input to their energy use 
models. Acquiring such data is now possible with the use of 
sophisticated methods, such as the one discussed above. 
However, maintaining practicality and thus simplicity is also 
crucial, especially if efficiency is desired. Given that 
simplicity and accuracy often go in opposite directions, the 
main task ahead is that of finding the balance between these 
two opposing factors somewhere on this wide spectrum of 
occupancy behavioral models. 

In the following sections, the researchers will propose a 
conscious strategy to find this point of balance. Our goal is 
to propose a technique that is simplified (and hence practical) 

without jeopardizing its accuracy and precision in terms of 
predicting occupant presence profiles and all their 
stochasticity. We then follow on by testing the performance 
of our proposed technique in a pilot case study, the Capitol 
East neighborhood in Des Moines, Iowa, USA (population 
217,521) with the help of Urban Modeling Interface (umi) 
[11]. 
2 CASE STUDY AND DATA COLLECTION 
This study focuses on the use of occupancy presence 
schedules in the energy use simulation of a predominantly 
residential neighborhood in Des Moines, Iowa. The Capitol 
East neighborhood, which is the pilot study area for this 
urban energy simulation is located just east of the State of 
Iowa Capitol complex, near downtown Des Moines. Capitol 
East community is primarily low income, and their 
settlement pattern in this neighborhood is quite compact 
when compared with other parts of the city [6]. 

The main reference for this study is a survey that has been 
conducted by the Sustainable Cities Research Group at Iowa 
State University [5] in this neighborhood to understand how 
residents make energy related decisions around their houses 
and make use of HVAC and lighting systems. The survey has 
been sent to about 1,000 household addresses in three Des 
Moines neighborhoods (i.e., Capitol East, Capitol Park, and 
MLK Jr Park). Although the sample size seems reasonably 
large, the response rate for this survey, calculated as the 

Figure 1. Top view of the neighborhood model in the umi 
environment. 
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number of completed forms divided by the eligible sample 
size, was only 6.3%. This is surprisingly low, given the fact 
that this survey was purposefully designed to be simple, 
straight forward and quick. Moreover, this rather low 
response rate further emphasizes the importance of finding a 
technique that requires a smaller database as its input, and it 
is clear that acquiring enough data for building a customized 
TUS based model from scratch is time consuming, expensive 
and in short, impossible for smaller projects like this. 
3 SCHEDULE DEVELOPMENT 
3.1 Developing Schedules Based on ATUS 
In the previous sections, we mentioned that our intention was 
to refine and customize the results of a previously proposed 
Markov chain transition probability matrix. Hence, this 
section is an adaptation of the work done by Richardson et 
al. (2008) in their widely acknowledge paper “A high-
resolution domestic building occupancy model for energy 
demand simulations” [12]. The main difference between the 
two studies is in that Richardson et al.’s method was applied 
to the British TUS database, while we followed their 
guidelines to generate occupancy presence schedules based 
on the ATUS database instead. 

To that end, we classified the ATUS database into different 
groups based on the respondents’ household size and then 
divided each one of those groups into two different 
subgroups: diaries filled in weekdays and those that were 
captured in weekends. For each one of our subgroups, two 
inputs were required to make the Markov chain transition 
probability matrix:  

- Input 1: The probability that a respondent 
belonging to that group was present in the house at 
00:00 (midnight); 

- Input 2: A matrix that included probabilities of 
their presence state changing in every time step 
(here each time step is 10 minutes) 

The first input was calculated as the number of present 
respondents in each subgroup divided by the total number of 
respondents in that subgroup. For instance, of all the 816 
diaries filled by people coming from three-person 
households in the weekend days, 43 of them indicated 0 as 
their state at 00:00, while the other 773 were actually present 
in their homes at midnight. Accordingly, the chance of a 

respondent from a three-person household being present in 
the house at 00:00 in a weekend night was set to be 95% 
(773/816=0.95). This means that the chance for someone 
from that same subgroup not being present in the house at 
that time was set to be 5% (43/816=0.05) only. 

As for the second input, first all of the diaries were divided 
into a sequence of ten minute time steps. This extra step was 
unavoidable, because unlike the British TUS database, 
ATUS is not filled in predefined regulated time steps. 
Instead, a diary input in ATUS starts with an activity and 
ends when the respondent is done with that specific activity. 
Following that classification step, a state of 0 or 1 was 
allocated to each diary entry according to the respondents 
availability at their house in that specific time step. A state 
of 0 stands for “not present” while a state equal to 1 has the 
connotation that the respondent is indeed “present”. 

Then, in every subgroup, the chance of a state changing or 
remaining the same was calculated by defining the following 
variables for each one of the 144 defined time steps (6 time 
steps per hour in 24-hour diaries): 

𝑇𝑇"" 	=
#	of	cases	where	start	state	&	end	state	are	both = 	0

#	of	cases	where	start	state = 0	
 

𝑇𝑇"5 	=
#	of	cases	where	start	state	is = 0	&	end	state	is = 1

#	of	cases	where	start	state	is = 0
 

𝑇𝑇5" 	=
#	of	cases	where	start	state	is = 1	&	end	state	is = 0

#	of	cases	where	start	state	is = 1
 

𝑇𝑇55 	=
#	of	cases	where	start	state	&	end	state	are	both = 	1

#	of	cases	where	start	state	is = 1	
 

Equations 1-4. Probability inputs to be used in the transition 
probability matrix. 

For instance, if we go back to the three-person household 
weekend subgroup example discussed before, of all the 43 
respondents absent in the house at 00:00, 3 of them reported 
that they were present in their houses at 00:10. This means 
that T01 for this subgroup was 6% (3/73=0.06) and therefore 
their T00 at this time step was equal to 94%. 

These sets of calculations were repeated for all the subgroups 
and then organized into a transition probability matrix. 
Finally, a start state (0 or 1) was chosen randomly, taking the 
probability distribution (the first input) derived from the 
ATUS dataset into account. Subsequent states in the Markov 
chain were then determined by using the randomly defined 

Figure 2. A schematic diagram of the original method. 
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start state with the appropriate transition probability matrix 
(the second input). As a result, our chain was able to produce 
occupancy presence schedules based on the type of the day 
(weekend or weekday) and household size (Figure 2). 

In our selected pilot case study, average household size is 
determined to be about 2.5 people [6]. Hence, we used our 
chain to generate occupancy presence profiles for three-
person households in both weekdays and weekend days. 
These generated profiles were then refined and customized 
to represent our population’s distinctive characteristics. 
3.2 The Refinement Process 
To refine the schedules generated by the last step, we needed 
to have occupancy data specific to our population. The only 
source of data available in this regard was our own energy 
use survey results discussed in previous sections. Hence, we 
decided to use it as the basis for this refinement procedure, 
regardless of its low response rate. 
In our survey, one question (and its corresponding answers) 
is particularly relevant to occupancy profiles and thus of 
interest for the research project at hand. The aforementioned 
question was: 

“Question 1: In an average week: 
a. What percent of your Monday-Friday daytime hours 
is spend at home? 
b. What percent of your Monday-Friday evening hours 
is spend at home? 
c. What percent of your weekend daytime hours is 
spend at home? 
d. What percent of your weekend evening hours is 
spend at home?” 

Responses to this question (questions 1) were shown to be 
diverse, covering a range of all the possible values between 
0% and 100%. Therefore, making one typical aggregated 
schedule with the help of an arithmetic average of the 
reported percentile numbers would have sacrificed this 
witnessed diversity in behavior among the residents. 
Accordingly, what we needed here was a number of reliable 
and representative common schedules generated by a 
clustering/classification method and not a single schedule 

generated by averaging all the answers. Our initial concept 
for this clustering step was to find the link between the 
respondents’ answers to this question and some of their 
general characteristics as reflected in other parts of the 
survey. These characteristics, which included respondents’ 
ages, genders, economic activities and education levels, were 
addressed with the following questions in our survey: 

“Question 2: What is your gender? 
1 = Male 
2 = Female 
3 = Other, Non-binary” 
Question 3: What is your age category? 
1 = 18-30 
2 = 31-40 
3 = 41-50 
4 = 51-60 
5 = 61-70 
6 = 71-80 
7 = 81 or older 
Question 4: What is the highest degree or level of 
school you have completed? 
1 = Did not complete High School 
2 = High School or equivalent (GED) 
3 = Some College, no degree 
4 = Trade/Technical/Vocational training 
5 = Associate degree (2-year) 
6 = Bachelors degree (4-year)  
7 = Masters degree 
8 = Professional or Doctorate degree 
Question 5: What is your current employment  
status? 
1 = Employed for wages 
2 = Self-employed 
3 = Unemployed and looking for work 
4 = Unemployed but not looking for work 
5 = Homemaker 
6 = Student 
7 = Military 
8 = Retired” 
9 = Unable to work” 

Figure 3. A schematic diagram of the refinement process. 
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As can be seen here, these questions (questions 2-5) were all 
of a multiple-choice nature and finding any type of link 
between these answers and that of the presence rate question 
(question 1) would have facilitated this desired clustering. 
However, none of the general characteristics addressed by 
the questions above (questions 2-5) seemed appropriate and 
relevant in terms of explaining the differences between 
presence rates on its own. In other words, we were not able 
to identify a simple direct correlation between any of the 
respondents’ pre-clustered groups (as defined by questions 
2-5) and their answers to the presence rate question (question 
1). For instance, Figure 4 shows the relationship between 
daytime presence rates against employment and education 
levels for the sake of comparison. As can be seen here, no 
direct link can be detected between these factors and 
presence rates. This holds true for all other presence rates 
when compared with respondent characteristics. 
 

 
Figure 4. Correlation between weekday daytime presence rates 

and select respondents’ characteristics. 

Accordingly, we decided to cluster our data into 
concentrated homogeneous groups based on the presence 
rate values, without taking into account other respondent 
characteristics. The defined criteria for clustering in this step 
were set on the basis of maintaining group consistency, while 
keeping the number of groups limited. This was deemed 
necessary for keeping the overall accuracy and precision of 
the technique. Our proposed clustering criteria for this 
dataset were: 

- Maximum group value range cannot exceed thirty 
percentage points. 

- Maximum difference between two consecutive values 
in the same group should not go beyond ten percentage 
points. 

- A presence rate value is always in the group with which 
it has the smallest difference. 

- When a presence rate value can go in either the upper 
or lower group closest to its value, it should be assigned 
to the group that has the smallest range. 

- The number of groups is limited to six. 
Note that these thresholds are arbitrary criteria to create a 
practical number of homogeneous and concentrated groups 
and can be modified and adjusted according to the collected 
data for different projects.  

 
Figure 5. Clustering survey responses into schedule groups based 

on predefined arbitrary criteria for weekdays daytime period. 

Following this procedure, the collected data from the 
neighborhood survey was clustered into different groups 
depending on day type (weekday or weekend day) and time 
period (daytime or nighttime). For instance, Figure 5 above 
shows an example of this clustering step for our weekday 
schedules during the daytime period.  

This step resulted in 6 weekday and 4 weekend schedule 
types. Table 1 summarizes the characteristics of each of these 
ten daily schedules. 

Type Name 
Presence Rate (%) Probability 

(%) Daytime Nighttime 

Weekday 

(WD) 

D1 

17.5 

44.1 12.5 

D2 72.0 12.5 

D3 96.5 7.5 

D4 47.8 44.1 12.5 

D5 75.4 96.5 27.5 

D6 96.4 96.5 27.5 

Weekend 

(WE) 

D1 49.0 46.6 26.3 

D2 
71.7 

72.3 23.8 

D3 98.1 18.5 

D4 96.0 98.1 31.5 

Table 1. Clustered day schedule types and their characteristics. 

All ten of these day schedule types now need to be translated 
into hourly presence rate values, which is the format that 
most software tools, including umi, use as their data input for 
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occupancy schedules. This is where the schedules generated 
based on ATUS in the last section will be utilized. 

The following procedure describes the refinement process 
applied to the ATUS generated schedules: 

- First, for ease of use all the desired presence rates 
introduced in Table 1 were rounded up to their closest 
multiple of five. Now, each one of the desired day type 
schedules is recognized by two variables: daytime presence 
rate and nighttime presence rate. If these two were to be 
translated into hourly values, daytime presence rate would be 
of a dynamic nature, while nighttime presence rates would 
probably be static in most cases. This is due to the fact that 
daytime is usually a vibrant period of time for a household 
where changes in the hourly presence rates are expected, 
while the nighttime period is considered to be of a more 
stable nature. Therefore, we decided to use the ATUS 
generated schedules and refine them for the daytime period 
and use appropriate constant values for all hourly rates that 
fall into the nighttime period. 

- To find matches for these desired daytime period presence 
rates defined in the last step, we first generated 100 ATUS 
based occupancy profiles for weekday schedules and another 
100 for weekend schedules of a three-person household. This 
was done with the help of the Markov chain transition 
probability matrix described in the previous section. Then, 
these were arranged in terms of their calculated daytime 
presence percentages. To find appropriate matches for our 
desired presence rates, we used the following criteria: 

“IF (desired presence rate – 5%) ≤ desired daytime 
presence rate < (desired presence rate + 5%) 

THEN average all” 

The logic behind this extra step was to avoid using a rare 
occurrence of a specific schedule and receive a more 
common profile instead. This was necessary, since each one 
of our type schedules was meant to represent the common 
occupancy profile of its group and not an individual’s. 

Accordingly, 10 day presence profiles were developed to 
match our needs. It is worthy to note here that this method 
does not work for daytime presence rates smaller than 5% or 
larger than 95%. This should not come as a surprise, given 
the fact that such low/high presence rates hardly allow room 
for any changes in their corresponding hourly presence 
values. Therefore, when such presence rates were desired, 
the hourly rates were set as constants equal to the overall 
mean daytime presence rate instead. Figure 6 showcases 
these 10 occupancy schedule profiles. 

Since we had 6 weekday and 4 weekend schedules types, we 
were able to define 24 week schedule types by considering 
all the possible combinations. As a result, for every 
construction template introduced in the model, 24 building 
templates were defined in the umi template library interface 
[3] and then, randomly assigned to the residential buildings 
in our neighborhood with the help of a script developed in 

the Grasshopper environment [4]. The probability 
distribution appointed to this script was set to match the 
number of cases in our survey that represented a specific 
schedule (as represented in the last column of Table 1). The 
only other variable define in this script was a seed point, 
which allowed us to test the performance of our technique. 
These evaluation efforts will be discussed in the following 
section. 
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Figure 6 (a-j). Developed schedules for day occupancy profiles. 

4 RESULTS AND DISCUSSION 
To test the performance of our refined probabilistic 
occupancy schedules generated with the method described 
above, three models of the study neighborhood were 
simulated in the umi environment. These three models all 
shared the same geometry and material inputs but were 
assigned different occupancy schedules. This assignment of 
occupancy schedules was based on a single probability 

distribution model with the seed (in the randomizing script 
in Grasshopper) changing for each run. 

Overall, the results of these energy simulation runs were very 
close in terms of both their total yearly energy consumption 
values and the composition of their operational energies. As 
can be seen in Figure 7 below, total operational energy loads 
for each of these models are almost equal in all cases. While 
equipment, lighting and domestic hot water loads are shown 
to be not directly impacted by the occupancy schedule 
changes; of all other load components calculated by the umi 
software, none of them have witnessed a change from their 
arithmetic mean that is equal to or higher than 1.25%. 
Therefore, energy load composition also remains the same 
and hardly changes among different models. This suggests 
that the randomization process has been successful in 
creating a homogeneous distribution of the generated 
schedules based on their assigned probabilities. 

 
Figure 7. A comparison between the changes from the mean. 

In another validation effort, we compared the arithmetic 
mean of the results of the three models discussed above, 
which were randomly assigned, with a model that uses umi’s 
default schedules as its input. This analogy showed that the 
total energy consumption of our refined model is down by 
nearly 9% in comparison. This translates into a 19 kWh/m2 
gap between the two models (Figure 8). Therefore, since we 
believe our model is representative of the sample’s behavior, 
this rather simple but crucial adjustment had been a big step 
towards bridging the gap between simulation results and 
actual energy use of residential buildings in existing urban 
neighborhoods.  This finding also has the connotation that if 
those predefined schedules had been used instead, our 
predictions would have been far off from reality. 

Finally, it has been suggested before that there are three 
major dimensions of model resolution: (1) temporal, (2) 
spatial, and (3) occupancy [9]. Comparing our presented 
model against these evaluation criteria, it can be seen that we 
were able to maintain a relatively high level of temporal, 
spatial and state resolution for generating our occupancy 
profiles without jeopardizing the overall simplicity and 
practicality of the model. 
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Figure 8. Total energy consumption comparison (normalized 

kWh/m²). 

5 CONCLUSION AND FUTURE WORK  
This paper describes a technique to develop occupancy 
schedules for residential neighborhoods based on their 
unique behavioral and demographic characteristics. Our 
primary goal was to balance between accuracy and 
complexity of occupancy data. This was achieved by taking 
advantage of a sophisticated Markov chain transition 
probability model based on the ATUS and refining its 
outputs according to the project specific collected data. An 
initial investigation of the developed technique in a pilot case 
study showed a 9% reduction in annual energy consumption 
of an urban residential neighborhood, when compared to 
using the selected software’s default occupancy schedules. 
Since our schedules are developed to be representative of our 
sample’s behavioral pattern, one may consider this effort as 
a step towards bridging the gap between the predicted and 
actual energy use of urban models. Current limitations of the 
proposed technique are related to the missing validation with 
actual metered energy consumption data. Future studies can 
use aggregated energy use data per zip code provided by the 
utilities companies to address this shortcoming. At last, the 
developed methodology and resulting preliminary data can 
serve as communication tools for community outreach and 
become the basis for developing more relevant neighborhood 
specific retrofit strategies in the future. 
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ABSTRACT 
The aim of this research focuses on how site-specific 
environmental data and programme-defined relationships 
(land use and their relation) can work collaboratively to 
design an integral ecological urban fabric. The paper 
presents a work flow applied to a case study and is formed 
by three main parts: data collection and elaboration, land use 
pattern generation and design development for critics and 
insights. The case study consists of a design proposal for a 
city for 40,000 dwellers located along the South coast-line of 
Isle of Grain, UK. The area is mainly made up of marshlands 
and the project is envisioned in a near-future scenario in the 
likely event of land shortage and sea level rise. In the first 
part, design parameters such as areas and functions for 
hypothetical energy, food and site protection needs are 
defined. At the same time, environmental data is gathered for 
tide frequency, topography and water speed. A suitability-
based evaluation criterion is introduced to relate land use and 
environmental conditions at a specific location within the 
site. In the second part, we investigate two methods for 
generating design options of land use distribution. As both 
methods rely on neighbour conditions, a principle of the 
cellular automata algorithm (CA), their implementations 
deviate fundamentally from CA, such as that all the land- 
uses generated within an iteration are quantitatively defined 
as a design parameter. The first methodology is based on a 
growing system, while the latter on a competing system. In 
the third and last part of the workflow, we select and carry 
forward one generated land-use pattern due to specific 
evaluation criteria and develop the design at urban scale: 
different building plots’ morphologies are generated 
depending on their location and degree of clustering. We 
conclude with critics and potentials, such as the applicability 
at different scales. 
Author Keywords 
Environmental Data; Urban Ecology; Generative Design; 
Land Use Optimisation; Cellular Automata; Growing 
System; Agent System; Processing; Grasshopper3D. 

1 INTRODUCTION 
As the impacts of global population growth and climate 
change increasingly threaten the subsistence of human being, 
the issues of land consumption and new settlements design 
increase of significance and urgency. To address such issue, 
more settlement designs have been considering using lands 
with high environmental pressure to solve the problems 
aforementioned. On the other hand, as we are in the century 
with readily accessibility of data, it is sensible to incorporate 
it to enhance the performances and efficiencies of targeted 
design scopes. Upon the convergence of those two scenarios, 
the paper takes a field of wetland in Kent, south of England, 
as a case study site to propose a new approach of settlement 
design, utilizing environmental data as a primary drive to 
cope with land-use distribution and spatial formation. 

Speaking of design engagement with environment, 
especially within wetland, several existing settlements, such 
as villages with polders in The Netherlands and the Marsh 
Arabs in Iraq, can provide advisable approaches about how 
we can deal with water with different infrastructure or how 
the design can be subtly integrated into landscape with 
adaptation to different water condition. However, taking 
Marsh Arabs as an example, such settlements are either 
developed spontaneously without any contemporary 
regulations or relatively low-density with homogeneous 
land-use types. Apparently, such qualities could not meet the 
requirement of creating future settlements, as the course of 
how to integrate environment, land-use, and architectural 
morphology becomes imperative. 

Therefore, the complexity that new settlement design have 
been facing requires a shift of design paradigm, where the 
integration of data comes into play. The computational work 
flow proposed in acquisition, data processing and spatial 
formation. By such, the system cannot only process the inter-
related inputs including the environmental and social ones, 
but also perform adaptiveness to surroundings and 
compliance to local spatial relationship. Moreover, such 
approach expresses scalability for different scales. 
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2    STATE OF THE ART 
One of the first prominent criticisms of urban zoning came 
from Jane Jacobs with her attack to “Orthodox Urbanism” 
[8]. It focuses on "four generators of diversity" that "create 
effective economic pools of use": mixed primary uses, short 
blocks, buildings of various ages and states of repair, and, 
density. Jacobs, with her organicist conception of the city 
helped to re-frame how cities are both planned and 
interpreted. Through mixed-used approaches, cluster 
development and complete communities are fostered through 
a transit-oriented development, smart growth and the 
creation of activity centres. 

Jacobs’ work, however, focuses more on the city per se, 
whereas the pure relationship between the city and the 
environment is encompassed by Urban Ecology. Here, any 
temporal yet socio-economical aspects aren’t part of the 
discipline. However, later, Jay Forrester developed his 
“Urban Dynamics” [5], posing his model on the temporal 
dynamics between socio-economics and residential location. 
However, any spatial aspects and proximity rules, such those 
of geography such as Waldo Tobler’s (“everything is related 
to everything else, but near things are more related than 
distant things”)[18], were neglected. Therefore, many urban 
models[1,2,19] rely on the structure proposed by Lawry [12]. 

Lately, as Koenig et al. reports in their System Dynamics for 
Modelling Metabolism Mechanisms for Urban Planning[11], 
there is a segregation of tools for urban planning which 
creates a gap between general purpose frameworks, such as 
Netlogo and AnyLogic, and GIS-based systems which are 
scarcely used due to their “lack of flexibility required for 
creative urban planning and design”. Moreover, scarce 
applicability to direct urban planning is evidenced [9,10]. For 
this research, we focus on environmental pressures and 
programme-defined functions for a new settlement, which 
does not consider any pre-existence. This has the scope to 
run a first test over the applicability of our methodology, then 
to be potentially applied to more ‘layered’ and complex 
scenarios, reflecting the increasing availability of data from 
various source [14], as well as its regulation [20]. 

Within our workflow, we use two main frameworks at three 
different stages. For the initial data wrangling, as well as the 
final urban design phase, the parametric visual programming 
tool Grasshopper for the CAD system Rhino3D developed 
by David Rutten. For the urban simulation, the Processing 
IDE [15]. The first, allows for highly efficient flexibility and 
interoperability with other software (such as GIS) to wrangle 
the environmental data relevant to our case study; then, 
Grasshopper enables us to define a custom Informed Terrain 
Model (ITM). On the other hand, Processing ensures typical 
advantages of Object-Oriented Programming (OOP) to write 
our models and provides an immediate visualization of the 
results. Then, as a Java-based platform, it is suitable for 
computationally expensive tasks, provides multithreaded 
computing, and, ultimately, can be seamlessly exported to 
professional IDEs such as Eclipse. 

It is worth mentioning that per our scope, we lay down a 
work flow focusing on a case study but looking at its 
scalability for different scopes. This unlock the potential to 
asses project-specific data as well as the relationships 
between the elements of a predefined design programme. 
More specifically, as our system relies and implement a 
fuzzy logic, its output requires to be validated against the 
initial site-specific environmental conditions as well as 
criteria which are not directly expressed in the design phase, 
such as the centrality analysis of the generated urban pattern. 
3 DATA PREPARATION 
To ensure the integral formation of urban fabric, two sets of 
principles from the global and local scales should be defined 
respectively. On the one hand, it is of significance to ensure 
holistic efficiency and performance of the settlement; thus 
the environmental data across the site become the primary 
focus to address. As such, the settlement can grow or 
progress toward areas which are more suitable for the 
defined land-use types. On the other hand, no settlement can 
be formed without consideration of its own spatial structure. 
Accordingly, the local relationship between different land-
use types should be stipulated. As the whole system relies on 
the integration of two scales, the following sections will keep 
elaborating on both to present a collaborative mechanism 
between them. The work stream of how the data is prepared 
for the further computational modelling is as such: 
1. Design requirements and ambition from the site 
The design proposal aims at fulfilling a self-sufficient 
settlement. Accordingly, it will address the issue of buildings 
and urban plots as well as the integration of productive fields.  
Hence, the three land-use scopes, living spaces, 
environmental resources, environmental protection, are pro-
posed and break into 8 land-use types (residential area, 
public space, reeds’ bed, water reservoir, mari-culture, tidal 
energy, surge barrier, noise barrier). With a total area 
proposed for a settlement of 40,000 inhabitants [7,17]. 
2. Data acquisition and site representation 
To rationalise the acquired data throughout the site, a grid-
based system is adopted, thus the site is discretised by cells 
(100 x 100 m).  

 
Figure 1. Environmental data throughout the site. 
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Four environmental parameters, elevation[4], tidal 
frequency[3], slope[4] and water flow speed[3], are extracted 
and stored at each cell location to generate likewise sets of 
environmental data patterns throughout the site. The data 
sources referenced are publically accessible and free of use. 
The next step is to calculate the land-use specific suitability. 
3. Land-use suitability and data wrangling 
In order to convert the raw environmental data into ones that 
can be readily used in the later stage, a set of mathematical 
functions are required to relate the data with land-use types. 
As a result, we give scores per land-use, namely suitability 
values, throughout the topography: the multiplication of 
environmental and land-use-specific parameters (Table 1). 

  
Figure 2. Suitability, area and site coverage for each land-use: the 

higher, the better suitability. 

Similar to the environmental data, each of the land-use 
suitability is visualized throughout the site with 
differentiated height (the higher, the better) and saturation 
(the brighter, the better) depending on the scoring system 
aforementioned (figure 2). It is immediately noticeable that 
most of the charts present many local optimums. Finally, the 
suitability diagram (figure 3) shows the first and second most 
suitable land-use at each position and gives insights of the 
final land-use distribution. 

     
Figure 3. Optimal suitability diagram. 

3.1 Local Assembly Logics 
As the mechanism of how the data is processed and linked 
with the site is explicated, this section will elaborate on the 
stipulation of spatial relationship between the defined land-
use types. To ensure the creation of land-use pattern 
afterwards, two primary rules dictating the local relationship 
of each land-use type should be conformed to: 1) cluster 
formation (self-aggregation) and 2) proximity level of 
different land-use types. Such relations are (figure 4): 

1. All the land-use types self-aggregate, except for public 
spaces. 

2. Building, public space, water reservoir and reeds bed 
should express geographical proximity to form the 
primary living area. 

3. Surge barrier and buffer zone should be arranged 
closely to the core living area. 

Table 1.  Sequential placement of programmatic units. The first formed household (a1-a8) performs a horizontal distribution. 
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4. Mari-culture and tidal energy self-aggregate for 
efficiency purposes. 

 
Figure 4. Local assembly logics: self-aggregation and proximity 

As the rules on both global and local scales are defined, the 
following approaches of land-use modelling, though 
different in computational techniques, can share the same 
principles to develop variant outputs. On the global scale, the 
land-use suitability will drive the overall land-use 
distribution throughout the site. Whereas, on the local scale, 
the assembly logics between different land-use types will 
lead to desirable spatial structures. With the collaboration of 
two forces, the integral urban fabric can be finally proposed. 

4 COMPUTATIONAL MODELS 
The generation of a land use pattern as an integral urban 
fabric is “a multi-criteria decision making problem” 
(MCDM) [13]. A CA is a discrete dynamic system composed 
of a set of cells in a one-or multidimensional lattice. “The 
state of each cell in the regular spatial lattice depends on its 
previous state and the state of the cells in its neighbourhood” 
[13]. For our case study, the state of a cell (8 land-use types, 
plus empty cell) leads to 9x98 = 387,420,489 combinations 
to be modelled, accordingly to the Moore neighbourhood. 

Here, we had to overcome such complexity to lower down 
the reciprocal-position rules. This can be done by skipping 
all the non-relevant combinations by programming explicitly 
the ones that matter to the design scope. By looking at the 
pattern to be generated, not all the possible combinations are 
relevant. In fact, the quantity of land-use types must be 
constant by design scope. Even though such a condition is 
satisfied, it is not possible, nor useful to explore all the 
possible combinations, therefore we developed our models 
as two fuzzy systems, to then compare them. Before arguing 
why two, it is worth summing up the steps both should go 
through: perception of the suitability data, generation of a 
(small) range of possibilities, decision and action. 
Fundamentally, such a process can be performed in two ways 

as such are the system’s states, which open to different 
computational logics as well as emergent behaviours: 

Full observation of a state of the system: the land-use cell 
location depends on the best available suitability and on the 
cells deployed at a previous stage. This requires the process 
to drop one cell at each step.  

Partial observation of a state of the system: each land-use cell 
competes for the most suitable position within its 
surrounding area, until it finds a better one. Relative 
positioning interferes with the process, fostering self-
aggregation. This process is run in parallel between all the 
cells. 
4.1 Growing System 
In this section, a computational model performing sequential 
growth will follow the principles stated as such:  
1. The entire system starts from one point (cell).  
2. The local relationship between each land-use type 

relies on the sequence of placement.  
3. The system has the tendency to grow toward more 

suitable location throughout the site.  
4. After the numbers of each land-use type placed in the 

cells consist with the initial given numbers, the growth 
is terminated.  

5. The partial unpredictability of the final growth pattern 
is derived from the stochastic growth of each land-use 
cluster within a given boundary.  

The system’s rules apply with a hierarchical scale: the local, 
the regional and the global scale. 

The local rule implies the simplest rules applied to a single 
land-use, which are 1. the next growth step, 2. the stochastic 
growth of land-use patch within a given domain and 3. The 
land-use patch can detect the occupied cells and avoid 
growing toward them. (Figure 5). As the rules elevated to the 
regional level, namely the interaction between types of land-
uses, the design intentions come in. One attribute of the 
system is that the growth is performed per living cluster 
where the regional rules lie. The design intention here is to 
create a residential cluster where building plots will be

  
Figure 5. Proximity rules driving the growth locally. 

arranged around the centre cluster of reeds bed and water 
reservoir and the public space will be the interface between 
reeds bed cluster and the building plots. Moreover, once the 
growth of a residential cluster is done, the domain regarding 
the starting cell of next residential cluster will be defined, 
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and eventually based on which cell contain the best suita-
bility value of building land-use type, the new starting cell 
will be determined (figure 6). As mentioned before, the new 
starting cell of residential cluster will depend on the 
suitability of the building land-use. 

     
Figure 6. Sequential placement of land-use types 

That is, as the procedure iterates over times, the clusters will 
grow toward the suitable location which meet the global 
requirement-the location control regarding the suitability 
values of different land-use types. As the growth of primary 
area-residential clusters finishes, the peripheral land-use 
types (buffer zone, surge barrier and tidal energy) will be 
placed. Different to the growth of primary living cluster, the 
growth of those peripheral land-uses takes the eight neigh-
bours growth domain (Figure 5), resulting in a pattern with 
more porosities as compared to those within living area.  

 
Figure 7. One of output patterns utilizing growth system 

Conclusion  
With the implementation of the growing system, the final 
land-use distribution, particularly in the living area, features 
a clear spatial structure- that the building plots always 
surround reeds bed (and water reservoir), and form the 

continuity between different clusters (Figure 7). Noted that 
the end result shown here only represents one of possible 
final land-use patterns given the stochastic growth within the 
defined boundary as forming each land-use patch. 
Yet, as the system lacks the flexibility to vary numbers of 
land-use types within different residential clusters, the 
overall land-use pattern appears rather homogeneous without 
differentiation in density of land-use patch according to 
different suitability values across the site.  

4.2 Competition System 
The second model is based on suitability-based competition 
between land-use patches as well as rules which defines their 
reciprocal positions. In comparison with the previous model, 
this computational logic shifts towards a de-centralised 
decision-making process. In fact, each cell perceives the 
environment (suitability) and its occupiers (the other cells, in 
function of the distance), takes a decision and acts 
accordingly. Such three capabilities endorse it to be 
classified as an agent-based system [16]. Thus, the system 
logic here described is applied to each cell independently (in 
series on the list of cells, shuffled at every loop) to exhibit 
emergent behaviour due to their short-range relationships 
[n]. Here, three main relations are considered: 1) the cell and 
the ground (to address suitability), 2) the cell and its similar 
cells (same land use, to create same-use clusters), 3) the cell 
and other cells (different land use, to express the design 
intention of an integral urban fabric and to avoid zoning). 
This allows for a simplification of the above-mentioned four-
hundreds millions of possible neighbourhood combinations. 

For the first rule (figure 8, left), each cell looks for the most 
suitable position accordingly to its moving distance – equal 
to Moore’s neighbourhood. 

 
Figure 8. Cells and suitability (left), a cell and other cells (right). 

For the second rule (figure 8, right), each cell looks up the 
similar cell at the most suitable position within a searching 
distance of ten cells (equal to 1km). A requirement for the 
system to converge to a solution and promote variation, an 
alternative route is provided if the cell finds an obstacle on 
its way. Finally, the third rule aims to foster an integral urban 
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fabric by providing attraction rules between different land 
uses, as per design intent. Here, the cells are programmed for 
looking for either their similar and/or another land use (fig. 
8, right). The stepping distance is one cell position, while 
clash detection avoids land use overlaps (figure 9). 

 
Figure 9. Stepping distance and clash detection system. 

Here, some tests were conducted to come up with to a rate of 
the first rule (which regulates suitability) over the second and 
third rule (neighbourhood) regarding the model’s 
convergence (figure 10). Tests over the suitability shown at 
the end of the simulation indicates experiment 2 as the best 
choice, albeit a sensitivity analysis should be required. 

 
Figure 10. Variance of rate of relationship vs suitability rules     

(e.g. 25% suitability, 75% neighborhood indicates 1 loop applies 
suitability and 3 loops apply relational conditions). 

For this specific method, a console has been developed to 
understand how the pattern evolves during time with charts 
relative to suitability conditions (figure 11). Here, two phases 
are noticed qualitatively and quantitatively. 

• Phase A (steps 1 to 3) Within the first ten seconds of 
computation time, the cells rapidly gather together and 
form a cohesive group.  

• Phase B (steps 4 to 6) Once the group is formed, the 
system requires time to adapt to suitability 

characteristics as well as to form clusters that express 
those short-range relationships. 

Qualitatively, this sharp separation is because during phase 
A each cell is less confined from moving around, while in 
phase B the compaction leads to the lack of moving 
possibilities. These two actions appear clearly in contrast.  

 
Figure 11. Console (above) and chart representing the cumulative 

suitability (all the cells, the higher the better) over time (2’00”). 

During the simulation, the console plots a chart of the 
suitability score, defined as the sum of all cells’ score (the 
average in red). By comparing the quantitative data to the 
phases previously evidenced, we observe that, throughout 
the whole process, the trend is locally volatile. This is due to 
the alternate actions of the cells of moving alternatively to 
the most suitable position (the score increases, ¼ cases) or 
proximity cells (the score decreases, ¾ cases). By looking at 
the suitability score chart, phase A shows a remarkably 
volatile trend. Then, phase A and phase B are separated by a 
stasis in which the average does not change sensibly. Finally, 
phase B is characterised by a slow increase of the average. 

Conclusion  
To conclude, the patterns created need to be evaluated 
through a different method from the one that has been used 
to generate the patterns, namely the suitability value. By 
doing so, design potential as well as a direct comparison to 
the previous system used can be performed. 
5 SYSTEMS COMPARISON AND URBAN DESIGN 
Following the elaboration of the methodologies applied, the 
two systems are compared through two sets of quantitative 
criteria. Despite the similarities between them, such as the 
capability of generating various land-use patterns with 
responsiveness of environmental data, there are still several 
discrepancies consequent to their logic. 1. The two methods 
have a different evolution in time: while the competition 
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system has all the cells deployed throughout the process, this 
does not happen for the growing system. This requires a 
comparison at the end of the simulations. 2. The competition 
system create more compact land-use pattern than the 
growing system. 3. The growing system has more control 
over the land-use morphology, but it is also more rigid and 
difficult to program with several ‘if-else’ conditions. 3. Clear 
land-use clusters can be read in the growing system, whereas 
it is relatively vague in the competition system. 4. For each 
land-use type (can be observed at the design development 
stage), the competition system varies the density of cluster 
due to the differentiation of the suitability value, which is 
rarely achieved by growing system (figure 12).  

5.1 Land-Use Pattern Evaluation 
We want to investigate how the two system perform and pick 
one of the two outputs to proceed to design development. In 
order to assess the environmental performances, it is 
necessary to check again the results against our initial 
suitability criteria because both computational models rely 
on fuzzy logic. Then, the integrity of the pattern is evaluated 
through graph centrality’s betweenness. Therefore, two 
numerical values are introduced. The first one is the 
percentage of cells that present a suitability score above 50%, 
which has the scope of avoiding strongly unsuitable positions 
and measuring the effectiveness of the MCDM. The other 
value the node betweenness[6] from the graph, whose nodes 
are the building sites and public spaces, connected through a 
Delaunay triangulation. Thus, it is possible to compare the 
land use patterns against their potential for providing a space 
continuity and connectivity. After running 20 iterations per 
system, we pick the individuals at the 50% percentile. For 
the betweenness, the growing system present a modest better 
value (+5%), whereas the migration system reports better 
values for non-critic land use positioning (+13%) (Table 2).  

     
Figure 12. Growing System, Competition System. 

 Suitability Betweenness (mean) 
Growing 64% 205 
Competition 77% 195 

Table 2. Comparison: betweenness, satisfied suitability. 
 

In fact, a high number of unsuitable cells would lead the 
process to fail, as this would require reconsidering entirely 
the environmental pattern at the design development. Thus, 
the output of the competition system is selected, albeit the 
pattern requires further investigation at the design 

development stage to strategically inform the urban tissue 
with environmental conditions. 

5.2 Procedural Design 
A sample design proposal based on the land-use pattern 
generated by the competition system will be demonstrated. 
The building design is based on a primitive cell split as a sub-
grid 3x3 and developed due to the suitability of each cell and 
their density gradient. Firstly, the building cells that stay on 
an unsuitable position (characterised by values of dry hours 
<51%) are developed as pile dwellings for this case, to 
facilitate water flow and respond to unsuitable conditions. 

 
Figure 13. Building morphologies 

Then, three building morphologies are developed according 
to the density of building and public space cells (Figure 13): 
(low-dense) a 3x3 blocks which incorporates buildings and 
in-block common areas, (mid-dense) a secondary public 
space and presents a bigger open space and a low-rise 
building which surrounds it on two sides, (high-dense) a 
medium-high rise building plus low rise ones aside block’s 
common areas. Other land-uses are analysed against their 
suitability and developed accordingly (figure 14). 

 
Figure 14. Procedural design based on the land-use pattern 

generated through competition system  
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6 DISCUSSION, CONCLUSION AND OUTLOOK 
The simulations presented here are far from being realistic. 
The two computational models developed, the growth 
system and the competition system present both advantages 
and disadvantages. The former is a powerful tool upon strict 
or complex spatial stipulations, which can be demonstrated 
by the clear spatial structure of land-use types presented in 
the results. Yet, its rigidity and less efficiency on land-use 
distribution require further development. The latter, on the 
other side, presents stronger capability of integrating 
environmental data, which leads to more optimized and 
efficient distribution of land-use types across the site. Yet, 
given the fact that both systems allow for a degree of 
flexibility applied upon the process of pattern forming, 
leading to unpredictability of results, it is of significance to 
further prove the robustness of the proposed models via 
sensitivity analyses. Thereby, the systems’ capacities of 
addressing certain tasks can be verified and we can further 
understand the relationships between input and output 
variables in both systems. We mentioned at the beginning 
that the overall design research presents a work flow as 
approach of new settlement design via computational models 
and simulations, which can potentially more efficiently 
integrate natural environment, land-use pattern and building 
morphologies. Moreover, the research includes a good level 
of abstraction which introduces different level of spatial 
conditions at several steps. The approach itself can be 
applied at different scales, narrowing down from the city 
level to the district level, until the building scale. 
REFERENCES 

1. Batty, M. 2005. Cities and Complexity: Understanding 
Cities with Cellular Automata, Agent-Based Models and 
Fractals. Mit Press. 

2. Batty, M. 2013. The New Science of Cities. The MIT 
Press 

3. British Oceanography Data Centre <url: 
https://www.bodc.ac.uk/resources/delivery_ 
formats/sea_level/ntslf_format/1> 

4. Digital Terrain Model 
<url:http://environment.data.gov.uk/ds/survey/index.jsp
#/ survey?grid=TQ87> 

5. Forrester, J.W. 1969. Urban Dynamics. MIT Press. 
6. Freeman, L. (1977). A set of Measures of Centrality 

Based on Betweenness. Sociometry. 40:35&ndash, 41. 
DOI: https://doi.org/10.2307%2F3033543. 

7. United Nations Task Team, 11 - Public Space, UN-
Habitat III issue papers. III, 11 (2015). 

url: http://habitat3.org/wp-content/uploads/Habitat-III-
Issue-Paper-11_Public-Space-2.0.compressed.pdf 

8. Jacobs, J. 1961. The Death and Life of Great American 
Cities. Random House. 

9. Koenig, R. and Bauriadel, C. 2009. Generating 
settlements structures: a method for urban planning and 
analysis supported by cellular automata. Environment 
and Planning B Planning and Design. 36, 4 (2009), 602 
- 624. DOI: https://doi.org/10.1068/b34025. 

10. Koenig, R. and Mueller, D. 2011. Cellular automata-
based simulation of the settlement development in 
Vienna. Cellular Automata: Simplicity behind 
Complexity. A Salcido, ed. INTECH 23-46. 

11. Koenig, R. Bielik, M. Schneider, S. 2018. System 
Dynamics for Modeling Metabolism for Urban 
Planning. Proceedings to SimAUD 2018, (2018), 293-
300. 

12. Lowry, I.S. 1964. A Model of Metropolis. Rand 
Corporation. 

13. Malczewski, J. 2004. GIS-based land-use suitability 
analysis: a critical overview. Progress in Planning. 62, 1 
(Jul. 2004), 3-65. doi:10.1016/j.progress.2003.09.002. 

14. McKinsey Global Institute, 2016. The Age of Analytics: 
Competing in a Data-Driven World. McKinsey & 
Company. 

15. Reas, C. and Fry, B. 2006. Processing: programming for 
the media arts. Journal AI & Society, 20,4 (Apr. 2006), 
Springer 526-538. 

16. Shiffman, D., The Nature of Code (2012), Shiffman 
D.(2012). 

17. The London plan (2016), Policy 3.5 Quality and design 
of housing developments. <url : https:// 
www.london.gov.uk/what-we-do/planning/ london-
plan/current-london-plan/london-plan-chapter-3/policy-
35-quality-and> 

18. Tobler, W.R. 1970. A computer Movie Simulating 
Urban Growth in the Detroit Region. Economic 
Geography. 46, (1970), 234-240. 

19. Wegener, M. 2004. Urban Land-Use Transportation 
Models. GIS, Spatial Analysis and Modeling. D. 
Maguire, M. Batty, and M.F. GoodChild, eds ESRI 
Press. 203-220. 

20. Regulation (EU) 2016/679. 

 



113

How to Generate a Thousand Master Plans: A Framework 
for Computational Urban Design

Luc Wilson, Jason Danforth, Carlos Cerezo Davila, and Dee Harvey

ABSTRACT
The current process for the design of an urban master plan 
typically involves a team of architects and urban planners 
that conceive and develop a handful of schemes based on 
zoning requirements with the help of CAD software. They 
may intend for the plan to achieve a set of performance 
goals (economic, environmental, etc.), but quantitative per-
formance analysis is rarely conducted early and consistently 
through the design process. This makes it difficult to under-
stand the full range of approaches that are possible on the 
site, and the relative performance of each scheme. In order 
to best accommodate rapid urbanization while making cities 
more sustainable, livable, and equitable, designers must uti-
lize quantitative tools to make informed decisions about their 
designs. Computational design techniques have been success-
fully used at the building scale to test numerous designs and 
quantify their performance, but are challenging to apply at 
the urban scale due to increased computational expense, dif-
ficulty in limiting inputs, and more stakeholders involved in 
the process. This paper outlines a methodology developed 
in practice for applying computational design at the urban 
scale through four steps: 1) Define Inputs & Design Space 2) 
Procedural Geometry Generation, 3) Performance Evaluation 
and 4) Analysis, Communication & Stakeholder Engagement 
to generate and test thousands of master planning scenarios.

Author Keywords
Computational Urban Design, Generative Urban Design, 
Master planning, Urban Planning

1 INTRODUCTION
Issues as diverse as population growth, transportation, and 
climate change, all present significant challenges for 21st cen-
tury cities, and require an approach to urban development that 
is data-driven, iterative, and most importantly, engages the 
broadest possible audience of stakeholders. Unfortunately, 
the design tools traditionally available to the architects and ur-
ban planners shaping such developments struggle to integrate
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these needs. In design practice, decisions regarding key urban
performance drivers, such as land use, density, and building
morphology [16], are often made by refining a small number
of schemes, developed through manual iteration, without sys-
tematically analyzing the full range of possible designs and
their performance implications.

This designer-led time intensive process, can hardly integrate
the perspectives of the multitude of involved stakeholders
with differing, and often misaligned objectives and exper-
tise. Expert consultants, developers, planning agencies, city
councils, community boards, and the general public all bring
valid perspectives that must be synthesized into a coherent
vision1.). The authors, through their practice, have worked
on 28 master plans over the past 10 years and have expe-
rienced these challenges first-hand: key performance met-
rics must be agreed upon before meaningful design work
can commence (a process significantly more complex at the
urban-scale, compared with developer-driven, architectural-
scale projects); the long timescale of master planning work
requires adapting to shifting political priorities2); and the fi-
nal product of the master planning process is not a finished
urban form, but rather a series of rules which must be flex-
ible enough to accommodate a range of future development
scenarios. Practicing architects and planners require compu-
tational tools capable of evaluating performance goals based
on the information available at each step of the development
of a master plan, and communicating the impacts on those
goals of any decisions regarding land use, density and form.

This paper introduces a flexible methodology for Computa-
tional Urban Design (CUrbD ) as a response to these limi-
tations in current practice, details its application within the
Rhino3d CAD environment for the design of a hypothetical
district scale development, and discusses three case studies
1The planning process in New York City includes the Community
Board, Borough President, City Planning Commission, City Council
and Mayor, in addition to the designers, consultants and client [9]
2The authors worked on the master plan of Hudson Yards in New
York City: started in 1997, initial master plan released in 2001 [24],
and last revisions occurring in 2009 [8].

KPF
New York, USA 
lwilson@kpf.com
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Figure 1. Partial design space of generated master plans, showing representative schemes for each cluster and scores associated with select clusters.

related to urban design and stakeholder engagement. The
methodology, described in section 2, is structured in four
main steps: 1) Input and Design Space Definition, based
on generic data formats such as raster images and vector
networks, 2) Procedural Geometry Generation of building
and block types, 3) Performance Evaluation and 4) Analysis,
Communication and Stakeholder Engagement, through visual
interfaces and statistical models.

1.1 Related Work
In contrast to traditional approaches to design, where solu-
tions are refined through manual iteration and experience,
computational design methods take advantage of parametric
CAD tools to explore larger design spaces. They are rou-
tinely utilized in architecture and engineering, typically for
the optimization of discrete problems, such as building form
and faade geometry for structural and environmental perfor-
mance, and primarily to address the needs of a single stake-
holder, the client [4]. More recently, parametric and genera-
tive computational models have been proposed as a tool for
urban design and planning [12], [22], but their adoption in
practice is still very limited [6]. Documented case studies
mainly focus on modeling individual aspects of a design [19],
rarely tackle the full scale of a master plan [18], and lack the
geometric complexity required for their application in prac-
tice [3]. To address the problem of generating a sufficiently
complex model out of easy to communicate design inputs at
a sufficiently large scale, the method here presented proposes
to use simple generic raster inputs, rather than full architec-
tural models, to prescribe land use and density, a variation on
the Cellular Automata approach to urban form generation by
Batty etal [2]. A similar technique is proposed by Stouffs et
al, in the design of large project representative of the full mas-
ter plan scale often found in practice [23], and by Beirao et
al [Beirao 2011] as a tool for interacting with a design team.
However, the resulting modeling workflow does not offer a
way to incorporate the necessary stakeholder engagement in
an urban project.

In addition, most published computational methods are built
around urban form optimization, a technique not well suited
to accommodate the changing priorities of the many stake-
holders involved in the planning process. Nagy etal, present
one of the few examples where this approach is applied in
practice, presenting a generative design cased study for the
planning of a multi block cluster optimized for profitability
and solar energy generation [18]. While necessary for un-
derstanding technical requirement sin an urban project, this
and any similar optimization take on computational urban de-
sign suggests a zero-sum game that eventually benefit a single
party [14].

An alternative solution to the optimization of multi stake-
holder urban design projects is that proposed in the Urban
Simulation Big Data” (URB) method [5]. In it, Cajot etal
introduce a multivariate optimization algorithm attempting to
balance the goals of all decision makers for the purpose of en-
ergy planning, and approximating their likely decisions once
the design is complete. However, it still focuses on finding
a single best design solution, rather than providing a suffi-
ciently adaptive computational workflow that remains in use
throughout an unpredictable, time-intensive master planning
process [16]. The methodology introduced in the following
sections, takes a different approach, by applying statistical
analysis and interactive visualization tools to present stake-
holders with families of solutions with distinct pros and cons.
This approach, new in an urban application, has been pro-
posed by Mueller for the exploration of structural design so-
lutions as an alternative to pure optimization [15].

2 METHODOLOGY
This section provides an overview of the CUrbD methodol-
ogy, which can be executed by computational experts sepa-
rate from the design team, or a computation designer embed-
ded on the design team, with engagement from stakeholders
at each step of the process.

1. Define Inputs & Design Space

2. Procedural Geometry Generation
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Figure 2. Comparison of traditional master planning process (top) with CUrbD methodology (bottom).

3. Performance Evaluation
4. Analysis, Communication & Engagement

2.1 Inputs & Design Space
In the first step a set of input form related variables are defined
to drive variation in a ”design space” of thousands of master
plan iterations3. Initial inputs are grouped in 2 streams that
provide all necessary data for design variation while main-
taining computational efficiency; one conveying use and den-
sity, and another varying street grid, block size, shape and
orientation. If instead each building was defined individually
by more complex inputs, the design space would quickly get
too large to solve reaching millions of options for just one
hundred structures4. A more complex variation of individual
building sis tackled in the procedural modeling step.

The first input, the pixel map (Figure 3) represents a grid of
points applied to the urban site, with each point storing at-
tributes for use (e.g. ”residential”) and density (e.g. Floor
Area Ratio (FAR) of 4). This map can be generated both
computationally or by hand, sketching the combinations of
density and uses to be tested, adding flexibility to explore dif-
ferent patterns through the site with minimal drawing work
in an accessible format for non-designer stakeholders to con-
tribute in. The second input, the street network (Figure 3) can
also be generated analytically or manually, becoming a use-
ful tool during stakeholder meetings where main streets( as-
sociated with a hierarchical traffic class and width) and block
sizes can be discussed, and directly loaded into the CUrbD
model. As opposed to the latter procedural generation step,
the specification of both maps requires input from the design-
ers.

Once the pixel map and network are defined, pixels values
are aggregated by block polygon defined by the streets. Pixel
3A design space is the combination of all input variables.
4If a master plan has 100 buildings, each with 2 inputs (ex. height
and orientation) that would result in 2 to the 150 combinations.
attributes are then assigned to the block with the closest cen-
troid. For this process, the pixels dimensions must be small

enough so that blocks can contain a mix of uses and should
be defined in advance. Next, density and use values are added
together to get the total each use type within the block. Parks
and open spaces are the only use treated differently, as they
are aggregated to the blocks as a percent coverage of the total
area (Figure 3).

2.2 Procedural Geometry Generation
Procedural generation allows for geometry with the complex-
ity required in practice while maintaining a reasonably sized
design space, by defining buildings based on dependant re-
lationships rather than independent inputs. The procedural
generation approach outlined in this section is representative
of a large family of methods that have been applied in urban
modeling in the past [13] [11], but offers a level of complex-
ity appropiate for the application based on the authors expe-
rience.

In the proposed approach, after the aggregation of the pixel
map within the street network, the blocks are split into
parcels, by applying a readily available algorithm as part of
the Decoding Spaces tool kit [1]. The size and shape of the
parcels are generated procedurally based on the density and
uses of the block or proximity to other elements of the plan,
such as transit or landscape features. For example, low den-
sity residential may result in small parcels, while high den-
sity residential may result in large parcels. Once the parcels
are generated, each one is allocated a portion of the density
proportional to it’s lot area. They are then populated with
building types procedurally generated based on the shape of
the parcel, density, and use(Figure 3). Building typologies
for different densities are defined or sketched out in advance
with stakeholders to include desired formal characteristics
appropriate the project. in the experience of the authors, it
is especially important to develop a library of generic low,
mid and high density building types that can be modified for
each project to avoid generating completely new procedural
types. Each iteration resulting from this process is stored as a
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Figure 3. Inputs and procedural generation.

packaged file that includes pixel map, street network, blocks,
parcels, parks, and procedurally generated 3D building geom-
etry. Geometry generation is often much faster than perfor-
mance evaluation, and separating the two allows the next step
to be processed in batches distributed across multiple instance
of the modeling environment of choice; in this case Rhino.

2.3 Performance Evaluation
Once the design space has been generated and the geometry
exported, performance evaluation tools are applied on each
iteration to produce a set of analysis metrics. Any type of
evaluation (environmental, economic, mobility) can be used
based on location specific data (climate, transit, real estate
value, etc.) as long as the necessary geometry was generated
by the procedural generation model.

Although exploring the optimal analysis tool for each possi-
ble urban performance metric is not the purpose of this pa-
per, the authors have found in practice that it is best to select
them based on the following criteria: First, tools and metrics
should be chosen based on consultation with stakeholders and
their specific goals. Second, performance metrics that have
direct correlation (e.g. daylight access and views in build-
ings) should be avoided to reduce computation time while
maintaining performance trends. Finally, and the converse
to the previous point, metrics that and inversely correlated
should be favored for a better understanding of the design
(e.g. daylight access VS public space shading ratios). Work-
ing with performance tools and metrics at the urban scale pro-
duces a unique challenge due to the computation expense of
simulation where hundreds of buildings are evaluated. Since
CUrbD generates many options for comparison, often rela-
tive performance is more important than absolute accuracy as
the performance trends will remain the same in either sce-
nario. Computational expense can be addressed by reducing
the resolution of the simulation or through the use of proxies,
such as the one for urban daylighting established by Dogan,
et al. [10].

2.4 Analysis and Interpretation
Results produced by the evaluation tools are dense, multivari-
ate, and challenging to disentangle. However, there are sev-
eral analysis methods available that can derive actionable in-
sights and drive the design process forward, all while engag-

ing the myriad stakeholders and conflicting agendas typically
associated in large urban projects (clients, city governments,
designers, and the public).

Filtering & Visual Exploration. The most rudimentary ap-
proach to analysis is to export results into a spreadsheet and
sort the metrics for minima or maxima. This allows the user
to filter out low performing options, but is insufficient for
multivariate trends, and ineffective for graphic communica-
tion. Visual Interfaces, such as web-based data visualization
tools like Core Studio’s Thread [7] and Scout, which was de-
veloped by the authors, allows users to explore, sort, and filter
the design space of iterations based on their relative perfor-
mance. Scout features two interfaces that anticipate different
levels of user sophistication. The first has a side menu con-
taining sliders that allow the user to set the input values and
view each iteration one by one. Metrics are displayed be-
low the inputs so the user can understand the performance
of one option at a time, hiding the complexity of the design
space and making exploration more accessible. The second
interface introduces a parallel coordinates plot that provides
dynamic exploration, allowing users to set bounds for an in-
dividual metric, and then revealing the remaining iterations
and their scores across the other criteria (Figure 4).

These tools quickly surface strong trends in the results, and
engage a broad audience of non-experts in exploring the data.
At the same time, the emphasis on accessibility and intuitive
user experience does limit the sophistication of the analysis,
particularly regarding weak, or inconsistent trends that hold
for one subset of the data but dissipate elsewhere.

Correlation & High Performance Design Trends. Of the
many tools available within descriptive statistics, Correlation
Matrices produce a visual summary of the relationship be-
tween every parameter of the model, giving designers imme-
diate insights into the association of each input (form) to each
output (performance,) as well as each output to each output
(the association of inputs with inputs is predetermined by the
design of the model). Rather than using a Visual Interface
to filter through every value for a given input and tracking
the results for each output metric, the viewer can simply scan
across the relevant row in the matrix and see the numerical
correlations. This approach can be used to establish a frame-
work of performance-based design guidelines that can then
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Figure 4. Scout parallel coordinate plots (left) and ”explorer” mode (right)

be graphically communicated to the team, but is worse suited
for engage non expert stakeholders (Figure 5).

Clustering & Establishing Design Schemes. Moving one
step beyond performance-based guidelines, Unsupervised
Learning (a subset of machine learning methods), allows the
data-set to speak for itself [25], auto-generating trends based
on myriad relationships in the results, both strong and weak.
The most common form of unsupervised learning is cluster-
ing, which groups iterations together into coherent sets of re-
lationships (i.e. a combination of particular inputs that lead to
a consistent sets of results). Designers can then use each clus-
ter as a starting point to direct the early stages of a project, or
a family of similar urban solutions which can be easily com-
municated to stakeholders.

The Scikit-Learn implementation of the k-Means algorithm
is both user-friendly and broadly applicable to computational
design, but it is also fairly generic, and several steps should
be taken to ensure meaningful results. First, breaking the data
into subsets will generate more specific trends. These sub-
sets can be based on whichever criteria is most relevant to
the project, and since density (FAR) is the central driver of
building typology in the CUrbD model (and a prime concern
for cities and developers alike), it is used here to separate
the data. Second, it is important to recognize that k-Means
clustering will include every iteration in one of the clusters,
so filtering out low-performing options will increase the clar-
ity of relevant trends. Given that overall performance should
be relative to all the evaluation metrics, this filtering can be
accomplished one of two ways: either a ”most-of-the-best”
approach that applies an exponential function to identify can-
didates with the highest possible scores across the greatest
number of metrics, or a ”least-of-the-worst” approach that
applies a logarithmic function to avoid candidates with low
scores on any single metric. Lastly, k-Means does not deter-
mine the optimal number of clusters automatically, but this
can be found by testing a range of options and solving for
the best balance of the Silhouette parameter, which indicates
the degree of separation between each cluster, and Distortion
parameter, which measures the distance between each obser-
vation and the centroid of the cluster.

3 DEMONSTRATION
In order to demonstrate the CUrbD methodology, we ap-
plied it to a hypothetical, rectangular site with the climate

profile of Toronto, Canada, and produced a design space of
1,152 iterations. For the procedural generation of these it-
erations we used Rhinoceros, a computer-aided drafting pro-
gram, and Grasshopper, which is a graphical scripting plugin
for Rhinoceros [21] [20]. We augmented Grasshopper with
python scripts to handle some of the more complex geom-
etry and file management. The parcelization algorithm was
supplied by the plugin Decoding Spaces [1].

Define Inputs & Design Space. In order to generate varia-
tion across the master plans, we varied 5 of the inputs (street
network, density, density distribution, park space %, and park
attractor), and applied a ”brute force” method of cross refer-
encing the variables in Grasshopper to ensure every possible
permutation of inputs was tested. This is a markedly different
approach than optimizing for top performing designs (i.e. us-
ing a genetic algorithm or similar method), and while it has a
significantly higher compute time, it creates the potential for
a far more engaging exploration of the results, particularly for
a general audience whose design preferences are not known
beforehand.

Some input values, like ”street network” and ”park attractor”
are simply an index that tells the script to import manually
drawn geometry. For instance, there were 6 options for the
street network. Choosing one of the indices from the range
0-5 would determine which of these street networks would
be imported. The same was done for the park attractor. The
park attractors were simply geometry that the parks would
cluster around. We used 3 park attractors: the first were
dozens of points distributed evenly across the site to simulate
a distributed park scheme, the second was a single point that
would generate a centralized park, the last was a line along
one edge of the side simulating a linear park. The rest of the
inputs represented specific values that were communicated to
the model. ”Density” was the total FAR for the site. This was
communicated to the pixel map by providing an even FAR
across the entire site. ”Density distribution” redistributed this
density so that it peaked in the center of the site. The value
for this input represented the ratio of the least dense pixel, to
the most dense pixel in the center of the site. The park space
% represented the percent of pixels that would be designated
as park space.

Procedural Geometry Generation. We then ran the proce-
dural generation algorithm on each design iteration to pro-
duce a design space. In order to demonstrate how buildings
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could populate the site, we used a diversity of building types
that we distributed based on 3 density categories. High den-
sity blocks were populated with either a tower/podium type,
or a simple lot-line extrusion if the lot was too small. Medium
density parcels were given either a courtyard building, or
a simple extrusion if the lot was too small. Small parcels
all received a simple extrusion with a rear setback. While
these are the particular rules and building types we imple-
mented for this example, the metholdogy is exible and can
be implemented with any rule based building type and distri-
bution logic. Once the procedural geometry generation was
complete, we saved each iteration as CSV for the pixel map,
json for the street network, and a 3dm file for blocks, parks,
parcels, and buildings.

Figure 5. Correlation Matrix showing relationship between all inputs and
evaluation metrics.

Performance Evaluation. For this study, we produced a
score for each of the following: views, daylighting, comfort,
energy efficiency, and visual interest5. For facade based eval-
uation tools, like views and daylighting, we created a grid of
sensor points on each facade. Energy efficiency, which mea-
sures PV potential, generates this grid only on building roofs
and the outdoor comfort tool produced a grid across the en-
tire public realm. We then export the scores from each metric,
along with their associated inputs, to a CSV of results that can
be used for analysis.

Analysis. To analyze the results of the study, we followed
the steps outlined above in the Methodology section: first
we uploaded the results into a visual interface for initial ex-
ploration and testing6. Second we produced a correlation
matrix to understand the fundamental relationships between
features, and to either confirm macro assumptions, or iden-
tify areas of interest within the data; next we created subsets
5Views= % unobstructed within a human field of view, Daylighting=
Vertical Sky Component, Comfort= Universal Thermal Climate In-
dex, and Visual Interest= visual spatial variation between adjacent
sensor points.
6kpfui-scout.s3-website-us-east-1.amazonaws.com/SimAUD2019
of the data based on the density values; we then generated

summary scores (both the most-of-the-best exponential score,
and the least-of-the-worst logarithmic score) to filter out low-
performing iterations; finally, we implemented k-Means clus-
tering to group observations together into the most relevant
trends allowing for categorization of high-performing and
distinct design schemes.

The results for the 5.0 FAR clusters (Figure 1) show that
while there were seven clusters, there were only three main
trends: Clusters 1, 4, and 5 all had a low Density Distribu-
tion and the voronoi-based Grid 5, while clusters 0, 2, and 3
had a higher Density Distribution and the radial Gird 4. All
six of these clusters had the lowest possible amount of parks
(5%), and all six scored similarly across the evaluation met-
rics. This strongly suggested that the best performing low-
density iterations would privilege Daylighting, Unobstructed
Views, and Energy Efficiency, with above average scores for
Outdoor Comfort, and low scores for Visual Interest. In terms
of inputs, we could be confident that minimal parks, and ei-
ther 1.0 Density Distribution / Grid 5, or 2.0 Density Distribu-
tion / Grid 4 would return the best results. Contrariwise, Clus-
ter 6 provided an interesting alternative strategy to privilege
Visual Interest and Views at the cost of Energy Efficiency, but
it should be noted that it contained only a single observation
out of the twenty represented across all seven clusters. This
made it a much less robust trend, and therefore far less likely
to preserve its performance as the final design inevitably de-
viates from the simplifications of the iterative model. Taken
together, this data-driven analysis, combined with the 3-D ge-
ometry and visualizations produced by the model, provided
clear design direction for any low-density scheme on this site,
while preserving optionality and setting expectations for per-
formance.

To fully explore the trends, the k-means clustering process
was repeated for each density (FAR 5.0, 6.3, 7.6, and 9.0) and
for each scoring approach (i.e. the Logarithmic and Exponen-
tial methods). While it is beyond the scope of this paper to
report on the full conclusions of this analysis, the results for
the Logarithmic scoring of FAR 9.0 are included for compar-
ison, and it is worth noting both the extreme variation in the
geometry of each cluster, as well as the more balanced results
(Figure 1.)

4 APPLICATION IN PRACTICE
This section illustrates the CUrbD methodology through its
application in three real projects, and outlines best practices
for successful implementation.

A new district in Hangzhou. We used CUrbD to create a
design tool for a 620 acre master plan in Hangzhou, China
to create a new mixed-use district. Here CUrbD was used to
address a discrete challenge in the planning process. Federal
regulations require a minimum duration of direct sun on the
winter solstice for residential units (two hours in Hangzhou).
Typically, this regulation results in a modernist tower-in-the-
park building type, making it difficult for the design team
to achieve their intent to create smaller blocks, continuous
street walls and narrower streets. To address this challenge,
we defined inputs as a range of block size, street width, gross
floor area, and street wall height resulting in a design space of
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Figure 6. Interactive interface for Sidewalk Toronto

7,400 options. (A pixel map was not used since it was a single
use.) From those inputs we applied a procedurally generated
a courtyard with towers block type, which was then evaluated
for compliance with the direct sun regulations. We uploaded
the results into Scout and provided the app as a tool for the
design team. They used the parallel coordinates chart to filter
for the desired inputs, such as street width and target GFA,
and picked from the complying options. It allowed them to
find solutions that achieved the kind of urban character they
desired while meeting the regulations without defaulting to
the tower in the park building type.

Stakeholder engagement for Sidewalk Toronto. Working
with Sidewalk Labs, we developed a CUrbD model to assist
with the master planning of Sidewalk Toronto 7. As part of
a public-facing exhibition at their Toronto workspace we ran
the model for an abstract site with inputs that included a rep-
resentative sampling of options under consideration for the
waterfront development, as well as more experimental edges
cases that featured lower and higher densities, abstract street
grids, and ambitiously large green spaces. (The model was
very similar to the example in the demonstration section and
with the same performance evaluation criteria.) The results
of this model where used for a physical interface that allowed
the pubic to engage with the CUrbD process (Figure 6). Visi-
tors explored combinations of density, public space and street
grids by toggling wooden knobs to change design inputs. This
allowed users to create the type of neighborhood they wanted
and to then understand how those design decisions impact the
functioning of a complex system like a city, encouraging de-
sign and introspection in equal measure. For example, one
participant started with the lowest population and the most
green space (she wanted a backyard of her own), but quickly
realized that this led to low scores for outdoor comfort and
energy efficiency (two things she valued). By making a few
quick adjustments she found an option that performed well
for those two priorities. Looking ahead to future implementa-
tions, this sort of user engagement could also be recorded, ag-
gregating participant feedback into implicit, qualitative met-
rics which could, in turn be used to drive further generation
of additional design options. [17]

Technology Campus in Southern China. We applied
CUrbD in the design of a 30 million sq ft master plan (mostly
RD and residential with some retail and event space) in a hot,
humid city in southern China (the actual location and client
are confidential). The application of the methodology hap-
pened in parallel with the design team. Ideally, the method-
ology is used prior to the design team starting on a project,
which is often not possible. This example will outline ap-
proaches for application in the often not ideal circumstances
that occur in practice.

To compliment the design as it developed in parallel to our
work, we focused the analysis of the CUrbD process on rec-
ommendations specific what was still flexible in the design
scheme, such as changing massing orientation and program
distribution in order to reduce solar radiation and decrease
7https://sidewalktoronto.ca/
average trip duration. To do this we established a combi-
nation of inputs that were computational derived and man-
ually drawn by the designers. Next, we developed procedural
versions of the building types being developed by the design
team. This allowed us to tailor design guidelines (using the
correlation approach in section 2.4) to the design issues that
could still changed within in the design. When they integrated
our guidelines into their scheme, they resulted in increasing
outdoor comfort by 33.7%, decreasing average trip duration
24.7%, and decrease solar radiation on buildings by 15.2 %
when compared to initial design.

As illustrated through application in practice, effective com-
munication of the results of a CUrbD can be difficult, but is
crucial for it to have meaningful impact in the master plan-
ning process.

5 DISCUSSION & NEXT STEPS

5.1 Challenges
A challenge of this methodology that requires further work
is the relationship between form and performance. At the
building scale, if you change height, orientation, or loca-
tion, the link to the resulting performance is clear. At the
urban scale, performance is being analyzed across a heteroge-
neous urban fabric. This means different parts of the master
plan can perform differently. When you distill the analysis
of the master plan to a single metric, most of this variation
is lost. For instance, in the same master plan there may be
one group of short buildings which score poorly for the view
score, whereas a group of tall, widely spaced buildings score
extremely well. An average of these view scores would not
reflect the variation of the site or the equity of the score. Fur-
ther development of analysis tools will focus on addressing
the spatial distribution of the performance evaluation.

Because the CUrbD process is composed of algorithms, it
would be a mistake to think that its unbiased. The range of
values supplied for inputs could exclude certain possibilities
that might be desirable to some stakeholders. One solution to
limit bias is to provide a much larger range of options in terms
of the inputs and logic upon which the model is built. Another
solution is to solicit specific inputs from all stakeholder since
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this methodology allows for manually generated inputs. The
potential for bias also illustrates the need for design and judg-
ment in the CUrbD process and the active engagement in with
stakeholders so that, while not every option is explored, the
critical ones are represented.

6 CONCLUSION
While computational urban design shows much promise for
providing an iterative, quantitative approach to master plan-
ning, its place within the master planning process remains in
question. While we’ve shown how the CUrbD process can
generate useful insights in real projects, how these insights
influence what actually gets built is unknown. These insights
must be utilized within the complex, multi-stakeholder envi-
ronment of both the design process, and the implementation
of the master plan over the long term. As a result, computa-
tional urban design, at least initially, needs to work in coordi-
nation with the traditional master planning process. However,
with the increasing challenges of population grown, trans-
portation, and climate change, master planning must take ad-
vantage of iterative and quantitative approaches to urban de-
sign. A process such as CUrbD provides an opportunity to
navigate the myriad of seemingly contradictory constraints
and stakeholder interests of a master planning project.
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ABSTRACT 
The aim of the research presented in this paper is to find new 
ways of understanding and visualising relationships between 
different types of city data, and thereby support decision 
making regarding city growth and densification based on 
desires and values. To this end, a new software tool called 
CityFiction has been developed. This analysis tool is 
intended to work as a laboratory for understanding city data, 
and it will be shown that by interactively weighting, or 
prioritizing, different measures on the available input data, 
scenarios for the future development of a city can be 
efficiently and pedagogically explored. By using the city of 
Malmö, Sweden, as a pilot study, the tool has been applied 
to test the placement of e.g. new parks and train stations, and 
it has aided in the understanding of how the available city 
data interacts, and possibly conflicts, in the search for a 
sustainable development of the city. 
Author Keywords 
Data exploration; data visualisation; city analysis software; 
city growth; urban development; GIS. 

1 INTRODUCTION 
The amount of data that we collectively are creating and 
storing in the world today is doubling every second year, 
according to a recent analysis by IDC [1]. This enormous 
wealth of information can be of tremendous value, but can 
also be overwhelming when it comes to quickly parsing out 
relevant information and understanding how different data 
sources correlates, connects or conflicts.  

With the increase in the implementation of Smart Cities and 
Smart Buildings, the rapid rate of data growth is especially 
true for our urban environments [2].  Here, data collected by 
sensors and by online devices is used to increase operational 
efficiency in the city, share information to the public and to 
improve the quality of government services and citizen 
welfare. Relating to this is the large increase in mapping of 
data and the availability of this to the public, like through 
well-known Google Maps [3] or by more advanced 
initiatives, such as computer vision driven dense city 
information mapping [4], or wiki-based open source 
initiatives [5]. However, most data collected and stored about 

our cities is still not openly available and can be both difficult 
and expensive to obtain, although there exist initiatives to 
change this [6]. 

In the current work, the focus has been on city data that can 
be related to the fitness of an area for potential future urban 
development. This can be pure geometrical GIS data on the 
location of e.g. buildings, parks, roads and waterways, but 
also the density of inhabitants, the plot ratio and the location 
of different programs and services, such as offices, retail, 
schools, health centers etc. Sensor data on noise, pollution, 
traffic etc. is also of primary interest. At least for correlation, 
economic and social data, such as real estate prices or crime 
rates can also be relevant. The developed tool is 
fundamentally open to many different types of data, and can 
be adjusted to local scenarios and questions. Its big benefit is 
the capacity to efficiently and interactively find out in which 
way any kind of input data affects the results. The only 
requirement on the data is that there is a reasonable way of 
combining the different data sources to a single fitness value, 
which describes the suitability of urban development at a 
specific spatial location, according to the user’s preferences. 
2 BACKGROUND 
The current work was initiated in collaboration with the city 
of Malmö in Sweden, regarding a visionary city development 
study on the city. Malmö is Sweden’s third largest city and 
has during the last two to three decades gone through a rapid 
transition from an industrial harbour city to a city focusing 
more on education and culture. The city is evolving rapidly 
and the current project was specifically set up to study how 
Malmö could grow from its current approx. 300.000 
inhabitants to 500.000 during the next few decades, 
preferably without too much development outside the outer 
beltway. This poses a major challenge, which calls for 
inventive approaches to city development and densification.  

To this end, we have developed a new type of city data 
analysis software, which could aid the city planners in 
exploring different scenarios for developing the city, in order 
to host almost double its current number of inhabitants. 
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2.1 Related Work 
The approach first researched, for the task at hand, was to 
create a computer simulation algorithm for city growth. This 
area has been studied extensively, with pioneering work on 
mathematical and computational modelling of land-use and 
urban growth already appearing in the late fifties and through 
the sixities and seventies [7, 8, 9, 10]. Many authors have 
since then continued this work, where especially approaches 
based on Cellular Automata (CA) has been a very active 
research direction. Influential work along these lines has 
been published by e.g. Clarke [11, 12] and Batty [13], with 
the latter also looking extensively at agent-based models and 
networks for city modelling [14].  

Several authors have, along with their theoretical work, also 
developed and released software packages for land-use 
simulation, city growth and urban planning such as 
UrbanSim [15, 16], UrbanFootprint [17], FUTURES [18] 
and LanduseSim [19]. UrbanSim and UrbanFootprint are 
comprehensive city planning tools based on large mapped 
databases (currently mainly focused on the US). UrbanSim 
is mostly aimed for the real estate market and lets the user 
evaluate different transportation and land use policies. It also 
includes procedural city modelling. UrbanFootprint has 
advanced ways of filtering, visualising and analysing large 
amounts of available city data, where the analyses includes 
reports on e.g transit accessibility or energy use for a set of 
plots given by the filtering. The user can also choose new 
programmes, such as parks, high-rise residential etc, for the 
selected plots and evaluate how this change affects the 

analyses. In contrast to these tools, CityFiction is working 
with general areas instead of sets of plots, and is aiming 
mostly at larger masterplanning tasks and visions. 
Specifically, it works by finding suitable areas for new 
development when the user has choosen a certain weighting 
(or prioritisation) of different measures on the available data, 
and shows how new urban intervention affects these results. 
The weighting could for example be set based on what the 
city regards as its common values for a good residential area.  

In LanduseSim, functions for the fitness for developing 
different programs at a specific spatial location is 
approximated, before a CA-based city growth simulation is 
run, however, it is not clearly documented how this is done 
in practice. In the current paper, the focus is on the creation 
and analysis of these kinds of fitness functions. By using the 
software presented here, we can input a large amount of data, 
make measurements on the data and then interactively design 
different fitness functions for different programs (e.g. 
residential or commercial). By the laboratory style of the 
program, users can easily understand how the data interacts 
to create different fitness landscapes. After finding 
reasonable functions for each studied program, a city growth 
algorithm could possibly be applied in order to see how the 
land use develop and change over time. However, this later 
stage is not the focus of the current paper. Both the creation 
of the fitness function and the succeeding program 
distribution simulation has been previously studied by the 
current authors, but then in the setting of program 
distribution in a single building [20]. 

 
Figure 1. The Graphical User Interface of CityFiction, with the Data Control Interface to the left and the Map Viewport to the right. 
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Another interesting, and related, area in urban analysis is the 
field of spatial statistics. Statistics of global autocorrelation, 
such as Moran’s I index, or measures of local spatial 
association, such as Getis and Ord’s 𝐺𝐺"(𝑑𝑑) or Anselin’s LISA 
(Local Indicators of Spatial Association) has been 
extensively used to analyse urban spatial patterns, c.f 
[21,22,23]. These statistics could for example be used to 
together with CityFiction in order to measure the amount of 
clustering created by our weighted fitness function, or to 
compare the output of the fitness analysis with the spatial 
patterns of the actual current distribution of building 
programs and land prices. However, these approaches to 
spatial analysis lies outside the scope of the current paper. 
3 THE TOOL 
In this section, the developed tool will be presented in detail. 
The tool is a stand-alone executable program, however, 
currently there is a pre-processing and configuration step 
required before the program is run on a new set of data. The 
current section will start with a brief description of this first 
step, and then give a full overview of the developed software. 
3.1 Pre-processing 
The tool works with rasterised map data as input, i.e. 
pixelated bitmap images. For the calculations to work 
properly, all data therefore needs to be translated to this 
format before the program is run. This means that if e.g. GIS 
(Geographic Information System) data is used, the vector-
based format first needs to be rasterised, which can be done 
within standard GIS packages such as QGIS [24] or ArcGIS 
[25]. Furthermore, all resulting images needs to be registered 
to match in scale and location, and have the same resolution 
and format. Currently, this pre-processing step has been 
implemented conveniently by a Python-script in QGIS which 
preforms the rasterization and sets the right format of the 
resulting images.  

The next step is to tell the software to load the correct data 
as input, and where to find it. This is done by writing a simple 
configuration file, as a standard text file, which lists the 
location of each of the input images in question. For each set 
of input data listed in the file, a few default settings should 
also be given. These settings will be explained in more detail 

below, when going through the workings of the actual 
program. In order to control the visualisation of the data in 
the viewport of the program, there is also a possibility to set 
a color for each input data entry in the configuration file.  
3.2 Interface Overview 
When CityFiction is started up, the user is met by a graphical 
interface as illustrated in Figure 1, which shows the program 
run on map data of the city of Malmö. The two main parts of 
this window is the Data Control Interface to the left, and the 
Map Viewport to the right, the latter filling up the main part 
of the window. In the top left of the Map Viewport, there is 
a pie chart giving some more detail on the current analysis 
results. For further information on this diagram, see Section 
3.5 below. 
3.3 Data and Controls 
As mentioned earlier, the aim of the program is to help the 
user create a fitness function that shows the suitability of e.g. 
residential development in different areas of the city. This 
two-dimensional fitness function is shown in the Map 
Viewport as shades of brown, where a lighter shade means a 
higher fitness, c.f. Figure 2 where the map information is 
removed and only the 2D fitness function is shown. At the 
top of the Data Control Interface, the 2D fitness function 
𝐹𝐹(𝑥𝑥, 𝑦𝑦) is interactively constructed by the user. Let  

𝑑𝑑"(𝑥𝑥, 𝑦𝑦), 𝑖𝑖 = 1, . . , 𝑁𝑁	 

be 𝑁𝑁 different 2D data sets loaded into the program. Let then 
𝑀𝑀(𝑑𝑑) be a measurement function on the data	𝑑𝑑. A simple and 
common example of a measurement function is the minimum 
distance function, let us call this 𝑀𝑀1(𝑑𝑑). Let the data 𝑑𝑑"(𝑥𝑥, 𝑦𝑦) 
be a binary image marking the location of a specific 
geographic area, such as the sea, or the location of point 
objects, such as train stations. 𝑀𝑀1(𝑑𝑑"(𝑥𝑥, 𝑦𝑦)) is then 
constructed by calculating the smallest distance in every 
point (𝑥𝑥, 𝑦𝑦) to this area or set of points. This value is then 
inverted and normalised to a value between 0 and 1, so 
that	𝑀𝑀1 has the maximum value of 1 closest to the area or 
point in question. The fitness function 𝐹𝐹 is then the weighted 
sum of a number of these measurements on the data.  

Figure 2. If the map data showed in the left panel is removed, we can view only the underlaying fitness function, as in the right panel. 
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Let  

𝑤𝑤"(𝑥𝑥, 𝑦𝑦), 𝑖𝑖 = 1, . . , 𝑁𝑁 

be 𝑁𝑁 different weights, where 0 < 	𝑤𝑤" < 1.	Then, the fitness 
function is constructed as 

𝐹𝐹(𝑥𝑥, 𝑦𝑦) = 	∑ 𝑤𝑤"6
"78 𝑀𝑀(𝑑𝑑"(𝑥𝑥, 𝑦𝑦)) . 

In the Data Control Interface, the loaded input data in the 
current execution of CityFiction is listed consecutively, see 
Figure 3. Each set of loaded data is also marked with a unique 
color. In the section for each data item 𝑖𝑖, the corresponding 
weight 𝑤𝑤" is set by a slider called Weight, or by the spin box 
next to it. In the current version of the program, there is also 
a slider called Fall-Off for each loaded data set. If the 
minimum distance measure is used as measurement 
function(𝑀𝑀1), the Fall-Off slider controls an exponential 
transformation of this measurement, so that it can be set how 
quickly the distance measure should fall off to zero. The 
higher the value, the quicker the fall-off. This is, for example, 
useful if we want the distance to the sea to affect the fitness 
function up to approx. a distance of 2km, while a smaller 
park only affects the fitness up to a distance of, say, 300m. 
The default value of the sliders in this section is set in 
configuration text file, as mentioned earlier. Future 
developments of CityFiction could also include an easy 
possibility to add a sharp distance threshold, i.e. so that the 
fitness value is 1 (normalized) up to the threshold and 0 at 
larger distances. Another possibility is a feature to let the user 
set the fall-off function more generally, via a manipulating a 
graph function in the GUI. 

 

 
Figure 3. The area of the Data Control Interface where the 

weights are set in order to construct the fitness function.  

 

By pressing the button Show Highest Fitness Areas, further 
down on the Data Control Interface, the areas with the 
highest fitness according to the weight settings, are marked 
with a white field. By changing the value of the slider Area 
Size, we can set how many square kilometers that are marked 
in white, c.f. Figure 4. As can be noticed, the white area is 
partially transparent, and this transparency value actually has 
a quite important meaning. If we consider the complete white 
field as totally buildable, this area would be totally opaque 
white. However, this field is also covering areas representing 
e.g. water, buildings, parks and streets. For maximum 
flexibility, it is possible to set the probability of 
development, also in these areas, to larger than 0. For 
example, while densifying the city there is a large possibility 
that some of the new development will be add-ons to, or 
redevelopment of, existing buildings. Therefore, it is 
reasonable that the possibility of development at the 
locations of the current building stock is larger than 0. The 
sea might, for example, seem like a less obvious area for 
development. However, reclaimed land has historically been 
used for development to a quite large degree in sea-side 
cities, so it not totally unreasonable to also consider water 
area as an area possible for development, to some degree.  

The degree to which areas such as the sea or the location of 
current buildings should be considered for development is set 
using the sliders located below the list of sliders for the 
fitness function. The geographic area data listed here is also 
loaded when the program is started up, and should therefore 
also be listed in the configuration text file. By setting the 
slider value called Development Probability for each data 
item listed here, the possibility of building in the area 
represented by this data is given a value between 0 and 1. 
This also controls the transparency with which this data item 
is shown in the white field representing the highest fitness 
values on the map. 

Among the data listed in this section of the Data Control 
Interface, we could also include non-binary data, as we have 
done in our current tests by including noise measures in the 
city. This data should be normalized to be in the range 0 to 1 
and then affects the development probability 
multiplicatively, so that there is a smaller probability of 
development in a high noise area. The distance measures 
presented in the beginning of this section is, however, only 
applicable to binary data. 

Below the Development Probability slider for each of the 
data items above, there is a slider named Smallest Distance. 
This is used in order to set a “buffer area” around the areas 
covered by these data items. For example, it might not be 
possible to build a new building closer than 8 meters to an 
existing building, unless it is considered as an add-on. 
Further, it might not be reasonable to build a new building 
closer than 10m to the shoreline. To this end, the Smallest 
Distance slider can be set, in order to offset these listed areas 
with a distance value. 
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Figure 4. The white field showing the area with highest fitness. When the area is increased the field grows and morphs into new shapes. 

 

 
Figure 5. A new area is drawn in green as a polygon in the Map Viewport. This area is then added to the loaded park data which directly 

changes the fitness function and the white field showing the area with highest fitness. 

 
3.4 Drawing and Adding New Areas 
One feature of CityFiction is that areas or point data can be 
added interactively to existing loaded data in the program, 
and the effect of this addition can be seen directly on the 
fitness function. Let’s say that a particular area in the city has 
quite a low fitness for residential development since there is 
no larger park situated close enough to this area. By then 
drawing a new park in the Map Viewport we can directly see 
how this park affects the weighted fitness for building in this 
area, cf. Figure 5. The drawing is performed by clicking a 
number of times on the right mouse button in different 
locations, in order to place the corners of a polygon. If a 
clicked location is close enough to the starting point, the 
polygon is automatically closed and filled. In a multiple 
choice menu in the Data Control Interface we can then 
choose the loaded data type (parks, water etc) which the area 
should be added to. By then clicking the button Add Area, 
the area is added to the chosen data type. The fitness function 
is then directly updated in the Map Viewport, incl. the white 
field indicating the area with highest fitness value. 
3.5 The Pie Chart 
The brown shading in the Map Viewport shows one value for 
each location, which represents the weighted fitness. 
However, in many cases it is of interest to see the specific 

composition of the fitness in a particular location. We might, 
for example, be interested in seeing how large part of the 
fitness value in this location is related to closeness to parks 
and how much is related to the closeness to a train station. 
This is achieved by the pie chart in the Map Viewport, c.f. 
Figure 6. This diagram has as many circle sectors as the 
number of data items loaded for the fitness calculation. If the 
number of data items used increase, the pie chart might get a 
bit too cluttered to read. Currently, there is a limit on 10 
sectors in the chart, and if the calculations include more data 
than this, only the 10 measures with the highest weights are 
shown in the chart. Further, the circle sectors are coloured 
according to the colour markers next to the data items listed 
in the Data Control Interface, cf. Figure 3 and Figure 6. 
When hovering with the mouse over a location on the map, 
the radius of the sectors is changing according to the value 
of the different data measures. That is, if the location is very 
close to the sea, the radius of the sector relating to the sea 
data is almost at its maximum in the diagram, while if we are 
very far from any station, the radius of the sector relating to 
the station data is very small.  

The current weighting of the different data measures can also 
be read in the diagram. If we, for example, increase the 
Weight slider for the sea data, the angle for the sector 
representing this data is increased accordingly. In order to 
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see this change in the pie chart properly while changing the 
slider, we first need to lock the pie chart for a specific 
location. This is done by clicking the left mouse button at 
that location in the Map Viewport. A red dot will then appear 
on the map and the pie chart will be locked to this location 
until the left mouse button is clicked again, releasing the 
diagram, cf. Figure 6. In future versions of CityFiction, the 
possibility of marking a larger area, calculating the mean 
values in this area and then plotting these mean values in the 
pie chart will also be implemented. 
3.6 A Word on the Implementation 
As mentioned, CityFiction is a stand-alone executable 
program, currently only running on the Window operating 
system. The program is written in C++, using the Qt SDK 
library to create the user interface, c.f. [26], and the OpenCV 
library for the image processing, c.f. [27]. OpenCV is a very 
powerful resource, which for example made it possible to 
calculate distance measures in real-time through its Distance 
Transform filters. 

 
Figure 6. The Pie chart is here locked at the location of the red dot 
in the map. This point is located in a park and also relatively close 

to a train station, as the diagram shows. 

 

4 DISCUSSION AND FUTURE WORK 
We believe that the analysis software presented in this paper, 
already in its current state, represents a powerful tool for 
understanding city data and how it interacts. By changing the 
weights, or priorities, of the different sets of loaded input 
data, and by hovering over different locations on the map 
with the mouse, we can quickly identify locations that are 
well-suited for development. In contrast, we can also 
understand what factors are missing at a location for it to be 
suitable, according to our preferences. Changing the sliders, 
and simultaneously seeing the white field, which marks the 
highest fitness area, morph from one shape and location to 
another is a very pedagogical experience. Also, the ability to 
draw in new data “on the fly” makes it possible to further test 
different scenarios for city development, for example to test 
the location of a new train station or a new park. Generally, 
we have discovered how important real-time feedback is in 

this type of tool and how educational the above mentioned 
interactivity is. Increasing the resolution and adding more 
sets of data to the calculation, of course, affects the 
interactivity, with the complexity scaling to the power of two 
with the resolution and the linearly with the number of 
mapped items in the data set. However, running on a mid-
range laptop, interactivity has been shown to be working well 
with a raster resolution of 1600x1200 pixels and up to 10 
different data maps in the calculation. 

Interestingly, by prioritising the different data measures in a 
way that feels relevant for residential development, we can 
in the current project see a rather big correlation with the 
actual future development plans for Malmö. However, it is 
of course also interesting when the data interact in ways that 
wasn’t expected, and when the tool makes us realise aspects 
of the data that was not obvious from the beginning. 

Generally, our discussions with the Malmö planning office 
has been very beneficial in developing CityFiction. We 
envision the tool to function as a platform for discussion 
among different stakeholders in the city’s future (citizens, 
politicians, planners, etc.) about desires and values and how 
the relate to city development and densification. This could 
lead to agreed and common values from where reasonable 
weighting of the data and measures used by CityFiction can 
be set as default and the resulting suggested areas for 
development, based on these values, could easily be 
visualised. The users could then also quickly find out how a 
new intervention, such as a new large park, affects these 
results. 

A strength of the software is, however, that these common 
values can be changed, and that the result of this change is 
directly visualised by the program. Working with another 
city, maybe in another country, might e.g. also lead to a quite 
different set of common values.  
4.1 Future Work 
There are many ways in which this tool could be further 
developed. For example, future work could include the 
ability to in parallel make different settings for a number of 
different programs, i.e. residential, commercial, offices etc, 
and overlay the best fitness areas for each program 
simultaneously in the viewport. This would require that the 
Data Control Interface is made more compact, with different 
pages for different program setting etc. A more compact 
interface would also make it easier to load in a larger number 
of data sets than is currently used. 

The usability of the software would also be greatly improved 
with a tighter association to available GIS software 
packages. Ideally, the program would be developed as a 
plug-in to e.g. ArcGIS or QGIS [24,25]. The selection of data 
to be used in the CityFiction analysis could then easily be 
done in the main program’s layer window, while the 
rasterisation would be performed inherently by the GIS 
package’s internal rasterisation functions. 
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Another future development of the software could include 
more intelligence in the analysis results by e.g. generating 
relational impacts. Greater development in an area might, for 
example, lead to over-crowding of transit and under-
development lead to higher risk of crime. Identifying these 
kind of negative impacts might impart siginificant 
knowledge to the user, if this addition is based on well-
documented research findings. 

By connecting CityFiction to the research on city growth 
algorithms presented in Section 2.1, the software could also 
be used as a first step to set up relevant fitness functions, 
before a city growth (or land-use) algorithm is run using 
these fitnesses. The applied growth algorithm could e.g. be 
based on Cellular Automata, where different programs 
would compete about the available developable areas, where 
this competition would be affected by the fitness settings. 

Another aspect that needs some more study is the question 
on how to best approximate how large area needs to be 
developed in order to reach a certain number of new 
inhabitants. As detailed in Section 3.3, the size of the white 
field marking the area with the highest fitness for 
development is currently set using the Area Size slider. But 
how many new inhabitants could actually fit in this area? 
Currently, this is approximated by setting a maximum 
density, say 10000 persons per square kilometer, using the 
Max Density slider in the Data Control Interface. This 
density will then be true for the opaque white areas, while 
the density in the transparent areas are multiplied with their 
transparency value between 0 and 1, i.e. with their 
probability value for further development. This means that if 
the probability value for development at the location of 
current buildings is set to 0.2, it is approximated that on 
average 2000 persons per square kilometre could be added 
by redeveloping, or adding on to, the current building stock. 
A more sofisticated way of approximating the potential for 
increase of number of inhabitants is probably needed, based 
on area regulations on building height, current availability of 
infrastructure and services etc. Further, in order to properly 
study how much new development that could actually be 
done in a certain area, we would really need to zoom in on 
this area and work on a different, more detailed, scale. 
CityFiction could then be used to roughly map out relevant 
target areas for development, which then could be studied 
further by a more detailed tool. This second tool would then 
need to work in 3D in order to study possible massings and 
by making analysis on daylighting etc. However, this 
stretches far outside the topic of this paper. 
5 CONCLUSION 
In this paper, a new city data analysis tool called CityFiction 
has been presented in detail. The tool has been developed in 
order to aid in decision making regarding city growth and 
densification. By prioritising between different measures on 
the available input data, scenarios for the future development 
of a city can be efficiently and pedagogically explored and 
visualised. The user can also add new data interactively to 

the analysis by drawing in the viewport. In this way, the 
effect of adding a new train station in a specific location, or 
adding a new park, can analysed “on the fly”. Using the tool 
for a visionary city development project for the city of 
Malmö in Sweden, we have found it to give very reasonable 
outputs and be very educational in helping to understand  
how different data sets interacts in order to create a measure 
on the suitability for development and densification in the 
city. 
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ABSTRACT 
Walkability, or how inviting a place is to pedestrians, has 
proven a useful concept for urban decision-makers. Although 
there are now several methods to measure and evaluate the 
walkability of streets and neighbourhoods, these are usually 
dependent on large sets of data, thus making it difficult to 
apply them in the daily practice of architects and urban 
designers for evaluating design alternatives. The intention is 
to compare different measures as indicators of urban 
walkability based on the study case of the Olympic Village 
neighbourhood in Vancouver, Canada. Two large-scale 
walkability indexes were graphically compared with 
visibility-based measurements and pedestrian movement 
routes tracked in site. Each method was chosen based on the 
spatial scale of the variables that compose the measurements: 
a city-scale walkability index based on the configuration of 
street grid for the urban whole, a neighbourhood walkability 
index based on data available at 800m from each building 
and a pedestrian movement simulation model based on a 
configurational approach emphasizing visibility and 
movability in space. Results found similarities between the 
configurational model and pedestrian movement patterns at 
the Olympic Village but little agreement between two 
walkability indexes. Further research is needed to understand 
why there is little correlation among methods.  
Author Keywords 
Urban design; walkability; space syntax.  

ACM Classification Keywords 
I. SIMULATION AND MODELING 
I.6.4 Model Validation and Analysis 

1 INTRODUCTION 
Walkability can be generally defined as “how inviting a 
certain place is to pedestrians” [1]. Several walkability 
measurements have been instructive for implementing 
policies with the goal of increasing the number of people that 
walk as a main transport mode, but these are mostly based on 
large scale urban data, which is too time consuming for 

quickly evaluating different architectural and urban design 
alternatives. This paper addresses this need for investigating 
walkability from an urban design perspective using visibility 
and spatial configuration as an indicator of walkability.   

Studies have objectively measured this urban quality based 
on a geospatial approach, usually analyzing form and use 
variables (density, diversity, design, etc.) relative to the 
surroundings of an urban element (parcels, residences, etc.) 
[2–5]. Others include a more detailed auditing of physical 
aspects of the street [6,7] or perceptual variables such as 
visibility, enclosure [8] or axiality [4]. The Table 1 
summarizes approaches towards measuring walkability. 

Ref. Approach Spatial Scale 

[3] Form and uses 1km network buffer from 
parcels 

[2] Form and uses 0.4-1.6km network buffer 
from residences 

[7] 
Form and uses/ 
Survey/ Street 

auditing 

Surveyors’ walking routes 
within street segments 
network 

[4] Form and uses / 
Perceptual/ Survey 

City grid network simplified 
into street segments 

[8] Perceptual Points along streets 
centerlines 

[6] Form and uses 
Blocks’ boundaries at street, 
neighbourhood and city 
scales 

[5] Form and uses Kernel radius from amenities 
applied to a 80x80m grid 

Table 1. Different approaches and scales of walkability analysis. 

Few studies links the idea of walkability to the 
neighbourhood’s spatial configuration – an aspect of 
architecture inseparable from the design practice – even 
though the idea that space affects movement and behavior is 
well established [9–13]. The intention here is to explore a 
configurational/visibility-based approach [10,14] as an 
indicator of walkability and compare that to actual behavior.  
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The Olympic Village was chosen as an example case, 
because it has a reputation of being a complete walkable 
community [15]. Two walkability indexes based on the 
literature and one movement trends model based on space 
syntax theory [10] were compared with actual pedestrian 
movement patterns tracked in site. 
2 MODELLING WALKABILITY  

Neighbourhood/City-based Walkability 
Two urban-scale methods for evaluating potential for 
walkability include: (a) a Neighbourhood Walkability Index, 
nwi, based on land use and floor area data gathered for the 
surroundings of each parcel – 1km buffer over the street 
network [3] – and (b) a Space Syntax Walkability index, ssw, 
based on the closeness of every street to all others in the city 
multiplied by the mean demographic density of the street [4]. 
Both models have been tested and validated with real world 
data. The nwi was found to correlate with adults’ physical 
activity [3] and ssw with people using walking as a main 
transportation mode [4]. Here, these indexes were calculated 
based on data from Open Street Maps and select data from 
the British Columbia Assessment, processed using QGIS. 

Neighbourhood Walkability Index, nwi, mostly based on [3]. 
Variables are: number of intersections (Int), area of 1km 
network buffer (BAr), retail area (RetAr), total built area 
(TotAr), bedrooms (Bedr) and total residential area (ResAr). 

𝑛𝑛𝑛𝑛𝑛𝑛 = 2 ∗ 𝑧𝑧 (
𝐼𝐼𝑛𝑛𝐼𝐼
𝐵𝐵𝐵𝐵𝐵𝐵

. + 𝑧𝑧 (
𝑅𝑅𝑅𝑅𝐼𝐼𝐵𝐵𝐵𝐵
𝑇𝑇𝑇𝑇𝐼𝐼𝐵𝐵𝐵𝐵

.+ 𝑧𝑧(𝐿𝐿𝐿𝐿𝐿𝐿) + 𝑧𝑧 (
𝐵𝐵𝑅𝑅𝐵𝐵𝐵𝐵
𝑅𝑅𝑅𝑅𝑅𝑅𝐵𝐵𝐵𝐵

. 

Space Syntax Walkability, ssw, mostly based on [4]. 
Variables are: space syntax integration (IntHH), number of 
bedrooms (Bedr) and total residential area (ResAr). 

𝑅𝑅𝑅𝑅𝑛𝑛 = 	2 ∗ 𝑧𝑧(𝐼𝐼𝑛𝑛𝐼𝐼𝐼𝐼𝐼𝐼) + 𝑧𝑧 (
𝐵𝐵𝑅𝑅𝐵𝐵𝐵𝐵
𝑅𝑅𝑅𝑅𝑅𝑅𝐵𝐵𝐵𝐵

. 

Visible and Movable Space 
Space syntax theory is based on the idea that a significant 
proportion of pedestrian movement is defined by spatial 
configuration itself. Hillier et al. [9] defines this 
configuration-driven movement as “natural movement” and 
visibility-based studies confirm this correlation among 
configuration and movement in buildings [16] and cities.  

Visibility graph analysis is a method of spatial modelling that 
“may be closely related to manifestations of spatial 
perception, such as way-finding, movement and space use” 
[14]. It consists in abstracting architectural form into a spatial 
system of barriers and permeabilities, dividing space into 
grids and calculating relationships of each cell with the 
system as a whole based on properties of its isovists (see 
Figure 1). Researchers also applies visibility graph analysis 
for modelling barriers and permeabilities to movement, 
which allows for a better understanding of spatial 
                                                        
1 Isovist Area or Connectivity in Depthmap’s visual graph 
analysis. 

movability, how people move through spaces and how 
relations of centrality-periphery are perceived (see Figure 3). 
The novelty of the proposed approach is on joining visibility 
and movability measurements in a single indicator. 

 
Figure 1. Visible and movable space models. 

Each cell then has a set of properties, mostly based on space 
syntax theory [10] generated with the software Depthmap 
[17]. These measurements are not deterministic, but rather 
representations of probable fields of movement and 
interactions in space.  Based on the assumption that people 
go to where they can see while avoiding corners when 
moving through space, the measurements applied for the 
Olympic village case study were modeled by multiplying the 
isovist area of visible space (see Figure 2) with the convex 
centrality of movable space (see Figure 3). 

 

Figure 2. Isovist area of visible space1. The area of visible space 
from each cell. Proportional to the number of cells directly visible 

from each cell. 

 

Figure 3. Convex centrality of movable spaces2. Standardized 
measurement based on the amount of times a cell is passed when 
moving through all the possible origin-destinations in the system. 

2 Though Vision divided by Point Second Moment in 
Depthmap’s visual graph analysis. 

More 
convex 
centrality 

Less 
convex 
centrality 

More 
isovist 
area 

Less 
isovist 
area 
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The measure of configuration-driven movement, cdm, was 
calculated based on spatial visibility and movability 
measurements relative to all other accessible spaces in the 
system [10,13,14]. Graphs were generated using the software 
DepthmapXnet.  

𝑐𝑐𝑐𝑐𝑐𝑐 = (𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼) ∗ (
𝑇𝑇ℎ𝐼𝐼𝐼𝐼𝑟𝑟𝑟𝑟ℎ𝑉𝑉𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑉𝑉

𝑃𝑃𝐼𝐼𝐼𝐼𝑉𝑉𝐼𝐼𝑡𝑡𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑡𝑡𝐼𝐼𝑐𝑐𝐼𝐼𝑉𝑉𝐼𝐼
. 

A graphical comparison of the indicator to pedestrian 
movement data tracked on site [18] provide some validation 
of cdm. Researchers picked up the walkers at they entered 
the Olympic Village area and unobtrusively followed them 
until they exited the site, entered a building or stopped for 
more than 30 seconds. Of 49 people tracked over two days, 
84 % walked along the waterfront at some point [19].  
3 WALKABLE OLYMPIC VILLAGE 
There is low correlation between nwi and ssw in the analyzed 
case. Both indexes displays parts of the Olympic Village as 
relatively walkable, when compared to its urban 
surroundings (see Figure 4). Only 16% did not walk on the 
greenway. There seems to be little correlation among the 
parcel-based nwi, the network-based ssw and actual 
pedestrian movement patterns in the Olympic Village 
neighbourhood (see Figure 5), mostly because these indexes 
were designed to be indicators of urban walkability instead 
of pedestrian route predictors. 

There is a strong visual correlation between natural 
movement and pedestrian movement patterns, mainly driven 
by the generous views to the waterfront and the integration 
of waterfront with the neighbourhood’s central plaza. 

 
Figure 4. nwi and ssw within a 10 minute walk from the Olympic 

Village central plaza (black dot). 

 

 
Figure 5. Pedestrian movement patterns tracked in site. 

 
 

 

Figure 6. Configuration-driven movement patterns at Olympic 
Village (isovist area of visible space, Figure 2, multiplied by the 

convex centrality of movable space, Figure 3). 

4 CONCLUSION 
The analysis highlights that walkability measurements may 
serve different purposes and scales, according to its methods 
of measurement. Firstly, although the large-scale indexes 
may well indicate neighborhoods that encourage walking as 
a main travel mode throughout the city or to generally be 
more physical active, these measurements do not capture 
human-scale relationships that may be strongly correlated 
with actual pedestrian preferences and routes. Secondly, if an 
aspect of walkability is how inviting pedestrian spaces are 
to pedestrians, the generous views from waterfront at the 
Olympic village captured by the configurational model 
closely matched actual walking patterns on the site, even 
though further research is needed to validate the model as an 
actual walkability index.  

Spatial configuration measurements – such as the cdm 
indicator – does not require land use data and can be easily 
calculated in parametric design applications [20].  This might 
facilitate the application of the walkability concept in the 
daily practice of architects and urban designers when testing 
different spatial configurations, especially in early stages of 
the design process. The measure can be refined by including 
other configurational measurements or other factors that 
might affect pedestrian movement such as urban design 
infrastructure, environmental comfort and proximity to 
amenities or landmarks. Further research could analyze 
correlations among these variables and actual pedestrian 

More potential 
movement 

Less potential 
movement 
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movement in order to answer what factors are relevant to 
define a walkability index based on spatial configuration.  

Finally, the study confirms spatial configuration and 
visibility as a potentially relevant variables to be considered 
in pedestrian movement simulation [15]. 
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����������� ����� ����� ����������� ����������� ���� ����
����������� �������� elements’ U�������� �������� ��������
������������� �������� ������� ������ ������ ������
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���� ����� ������������ ������������� ����������� ��������� ������
����������������� ���� ���������������������������������������
���� ��������� ����� ���������� ���� ��������� ���� �����������
��������������������������������������������������������������
��������������������������������������������������������
��� ���������� ������ ����� ��� ��������  ������� ��� ���� ����
�������� �������� ����� ���� ���� �������� ��������
��������������������������������������������������������
���� ����������� ����� ����� ��������� ����� ������������ ���
��������������������������������������������������������������
���������� ���� ������ �������������������������� ��������������
��������������� ������� �������� ��� ������� ����� ��������� ���
������������������� ��������������������� ����������������
to a “non�geometric” approach implemented in Trnsys [����
�����������������������������������������������������������
������� ��� ����������������������������������� ������������� ����
��������� ���������� ��� ���� ������ ����������� �������������
����������������������� ����������������������� ��������������
�������������� ����� ��������� ��� ���� ����� ���� ���� ��� �������
����������� ����������� ��� �������������� ���������� �������� ����
������ ������� ���������� ���� ������ ������� ��� ������������
������������������������������������������������������������
���������������������������������������������������������
�����������������������������������������������������������
��� ���� ��������� ��� �������� �������� ��������� ������������
������������������������������������������������������������������
�����������������������������������������������������������
����� ���� ���� �������� ���� ������ ��� ������������ ������� ���
�����������������������������������������������������������
������� ����� ������������� ����� �� �������������������������
����������������������������������������������������������
�����������������
������������������������������������������������������������
on Zani’s ����������������������������������������� ��� �������
�������� �������� ��� ���������� �������� ��� ������ ����������
����������������������������������������������������������
��������� ��� ���� ����� �������� ���� ��� ���� ���������� ��� ������
��������������������������������������������������������������
������� ��� ������� ������ ��� ����������� ������� ��� ������
���������������������������������������������������������������
������������������������������������������������������������
���� ���������� ������ ������� ��� ���� ���������� ����� �����
������������������������
2  METHOD 
������������������ ���������� ���������� �������� ����������
��������������������������������������������������������������
���������� ��� ������ �������� �������� ������� ������� �������
��������������������������������������������������������������

��������� ������ ��� �� ���������� ��������� ���� �����������
������������ ��������� ����� ���� �� ������ �������� �����������
�����������������������������������������������������������
������������� �������� ���������� ��� ����������������������
������������������������������������������������������������
�������������������������������������������������������������
���������������������������������������������������������������
������������������������������������������������������������
�������������������������������
2.1  Simulation Framework 
���� ����������� ���������� ��� �������� ����� ����� �����
����������� ��� ������ ���������� ��� ������� �����������������
������������������� ��������������������������������������
�������������������������������������������������������������
���� �������� ������ ����������� ����������� ����� ����������
����������������������������������������������������������������
�����������������������������������������������������������
���������������������������������������������������������
specific user’s position�������������������������������������
��������������������������������������������������������������
������� ������� ��� ������� ���� ������� ���������� ���� ����
������������������������������������������������������������
��������� ���������� ����������������� �������� ��������������
������� ���������� ����������� ������ ��� ��������� ���������
���������������������������������������������������������
�����������������������������������������������������������
���������� ���������� �������� ��� ���� ����������� ����� �����
���������������������������������������������

�
Figure 1. ��������������������������������������������������������
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Incident Radiation  Radiance Calculation 
���� ����� ������� ����������� ��� ���� ���������� ��� ����
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������������ �� ����� �������� ��� ��������� ����� ���� ������������
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��� ���� ������ ����� ������ ���� ���������� ��� ���� ������������
����� �������� ��������� ��������� ��� ������ ��� �������� ����
��������� ���������� �������� ��� ���� �������� ����� �����
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���������� ����� ���������� �� ���� ������� ����� ����������
������� ������ ��� ������� ���� �������� ���������� ��� ���� ������
���������� ������ ���� ������ �������������� ����� ���� ���������
������������������������������������������������������������
������������������������������������������������������������
������������������������������������������������ ������������
�����������������������������������������������������������
�������� ���������������������� ����� ����� ����������� ��������
������������� ������� ��� ����� ������ ���� �������� ��� �� �������
������������������������������������������������������������
����� �� ������� �������������� ��� ���� �������� ���������� �����
������������������������������������������������������������������
������ ���������� �Esolar,i�� ������� ����� �������� ���� ����
����������������������������������������������������������������
Long wave MRT  EnergyPlus simulation 
����������������������������������������������������������
���������������������������������������������������������������
�������������������������������������������������������������
��������������������������’���������������������������������
����������������������������������������������������������
���������������������������������������������������������������
������������������������������������������� �������������
����������������������������������������������������������������
����������������������������������������������������������
�����������������������������������������������������������
������� ��������� ���� ���� �������������� ����� ������� ���� ����
�������������������������������������������������������������
��� ������� ���� ����������� ��� ���� �������ΔMRT� ���������
������������������������������ ��� ���������������������������
��������� ���� ����� ���� ������� ������� ���������� ���
������� ��� ��������� �� ���� ���� ������������ ����������
��������� ���� ���������� ��� ���� ����� ���� ������������� ���
�������������������������������������������������������������
���������������������
Python Script 
����������� ����������� ��������� ���������;� ������ ����������
���� ���������� �������� ������ ������� ���������� ����� ����
��������������������� ������������;����������������������
������������������� ���� �������������� ������������� ����
��������������������������������������������������������������
���������������������������������������Esolar,i�������������������
���� ����������� ����� ��� ���� ����� ��� ���������� ���� ������
�������������������������������������������������������������
���� ��������� ��� ���������� ���� ������ ���������� �������� ��� ����
�����������������������������������������������������������������
����������������������������������������������������������������
������������������������������������������������������������
���������� ��� ������ ����� ��� �������� ���� ������� ���� ����
ΔMRT for each manikin in the space and finally, we 
��������������������������������������� �������������������
��������� ��� ������������ ���������� ������� ���� ����� ����
����������������������������������
2.2  Scene and Parameters 
���� ���������� ������ ����� ��� ����� ����������� �������� ����
�������������� ��� ������������������� ������������ ���
���������������������y described in Zani’s paper for its optical 

���������������������������������������������������������������
�����������������������������������������������������������
���������������������������������������������������������������
����������������������������������������������������������
��������� ������������������������������������ ���������������
������ ��� 0.1 m/s, users’ metabolic rate of 1.2 met�� ���� ��
����������������� ����������������������������������� ������
���������������������������������������������������������������
�������� ����������������������������� ������������������������
������ ��������������� ������������� ���� ������� ��������� ����
�������������������������������������������������������
�����������������������������������������������������������
���� ������ �������������� ����� ������� ��������� ��������� ����
�����������������������������������������������������������
��������������������������������������
2.3  Spatial Mapping 
����������������������������������������������������������
to assess the effective radiant field (ERF) and ΔMRT for the 
�����������������������������������������������������������
������� ��� ��������� ���� ����� ����������� ���� ���������� ���
�������������������������������������������������������������
���������� ��� ������ ���������� �������� ��� ���� ���������� ��� ���
���������� ��� ���� �� ����� �������� ������ ��� ��������� ���
���������������������������������������������������������������
�������� ����� ����������� ��������� ����� ��� ��������� ����
����������� �������� ��� ������������������ ����������������������
������������������������������������������������� �������
�������������� ������ �������������������� ���������������������
����� ��������� ���������� ����� ��� ����� ��� ������������ ����
��������������� ���� ������� ��������������� �����������������
������������ ��� ���� ���������� ��� ���������� ��� ������� ����
��������������������������������������������������������������
��� ���� ��������� �� ��������������� ��� ���� �������� ���� �����
�������������������������������������������������������������
�� ���������������� ���������������� ��������� ����� ���� �����
�����������������������������������������������������������
���������������������������������������������������������
����������������������������������������������������������
����� ������ ������ ��� ���������� ��� ������� ��� ��� ������� ����
��������� ���� ������������ ��������� ����� ��� ���� �����������
�����������������������������������������������������������
comparing the ΔMRT hourly values for the entire year with 
��������������������������������������������������������������
������ ��������� ��� �� ������ �������� �� �������� ������� ����
���������

�
�Figure 2. ������������������������������������������������

�����������������������������������������������
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Figure 3. ������������������������������������������������������������������������������������������������������������

��� ������ ��� ������� �� ��� ���� ������ �������� ����������� ����
�������������������������������������������������������������
���������������������������������������������������������������
��� ����� ���� ����� ���� ���� ����������� ��������� ���� �� �����
�����������������������������������������������������������
�����������������������������������������������������������
��� ��� ���� ������� ������������ ��� ����������� �� �������
�������� ������ �������� ������� ����� ��������� ��������
�������������������������������������������������������������
������������������������������������������������������������
���������������������������������������������������������������
���������compared to the “No Shade” case. I�����������������
the range of ΔMRT between 2 and 5������������������������
���������� ������ ��� ���� �������� �������� ������ ���� ���������
������������������������������������������������������������
����� �� ������� �������� �������� �������� ��� ����� ����� ���
�����������������������������������������������������������
�������� ������ �������� ���� ������������� ������� ��� ���� ������
������� ����� �� ������� ���������� ��� ��������� ����� ����
����������� ��������� �������� �� ������������ ��� ��������������
������ ����� ����� ���� ��� �� ���������� ���� ����� ����������
��������������������������������������������������������������������������������������������������������������������������������������
�������������������������������������������������������������
�������������������������������������������������������������
��� ������ ����������� �������� ������� ���� ���� �������������
�����������������������������������������������������������������

����������������������������������������������������������������
������� ������� ������ ����� ���� ���������� ��� ������ �������
��������������������������������������������������������������
��������������������������������������������������������������
�� �������� ���������������� ��� ���� �������� ������ ��� ����
�������� ������ ���������� ������ ��� ���� ���������� ���� ���
���������������������������������������������������������
��������������������������������
2.4  Annual Discomfort Radiation Index 
��������������������������������������������������������
���������������������������������������������������������
����� ���� ���� ������ ��� �������� ��� ���� ����������� ��� ����
����������������������������) of the year when the ΔMRT 
���������������������������������������������������������������
��������   

𝐴𝐴𝐴𝐴𝐴𝐴 =
∑ (𝑤𝑤𝑤𝑤𝑖𝑖  ⋅ 𝑡𝑡𝑖𝑖) 𝑗𝑗

∑ 𝑡𝑡𝑖𝑖𝑗𝑗
    𝑤𝑤𝑤𝑤𝑖𝑖 = 1 𝑖𝑖𝑤𝑤 ΔMRT𝑖𝑖 > 4°C�

�������������is each occupied hour in a year; and the ΔMRT��
��� ����������� ��������� ��������������� �������� ������������
���� ����� ������ ��� ���� ������ ��� ��������� ���� �� °C ΔMRT�
�����������������������������������������������������������
�����������������������������������������������;��������
���������� ��� ����� ���������� ��������� �� ������ ��� ����
����������� �������� ������������� ���� ��������� �������� ����
����������� ����� �� ������� ����� �������� ��������� �����
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����������� ����� ������� ���� ���� ����������� ����������� ��� ����
�����������������������������������������������������������
���������������������������������������������������������������
����������� ��� ���� ����� �������� �������������� ���� �����
������� ��� ����� ��� ��������� ���� �������� ����������� ���
���������� ����� ���� ���� ��� ���� ��������� ��� ���� ������� ����
������� ����������� ���� ���� ����� ���������� ���� ������ ��������
�������� ����� ��� ���� ��������� ������� ����� ������ ����
������������ ��� ���� �������� �������� ������ ������ ��� �������
��������������� ������ ����������� ������ ������������� ����
sensibility of mechanical systems, the ΔMRT threshold can 
��� ��������� ��� �� ����� ��� ����� ������� ��� ������������� �����
������ΔMRT���������������������������������������������������
����������������������������������������������������������
������������������������������������������������������������������
������������������������������������������������������������
��������������������������������������

�
Figure 4. ������������������������������������������������������

�����������������������������

�����������������������������������������������������������
���������������������������������������������������������������
��������������������������������������������������������������
����� ����� ������������������������� �����������������������
�������������������������������������������������������������
������������ the ΔMRT� ��� �������� ����� ������� ������� ���
��������������������� ������� ���������������������� �����������
��������������������������������������������������

�
Figure 5. ������������������������������������������������������

the left) and ΔMRT intensity distribution (on the right)��

���������������������������������������������������������������
������plot chart to visualize the magnitude of ΔMRT in the 

���������������������������������������������������������
��������������������������������������������������������������
���������guarantee occupants’ thermal comfort. In particular��
�������� ��� ����� ������ ���������� ���� ������� ���������� ����
statistical distribution of ΔMRT during the year and extract 
������������������������������������������������������������
������������������������������������������������������������
������������������������������������������������������������
�����������������
3  APPLICATION  OF  ANNUAL  DISCOMFORT 

RADIATION INDEX TO INFORM DESIGN  RESULTS 
���� ���� ������������ ���������� ����������������� ����
������������ ���������� ��� ����� ����� ��� �� ������ ����� ����
������������ ��� �� ���������� ����� ���� �������� ���� �������
���������������� ����� ��� ����� ����� ���� ������������ ���������
����������������������������������������������������������
���� ���������� ��� ������� ���� ��������� ������ �������
������������������������������������������������������������
��� ���������� ����� ���� ������ ������� �������� �������� ���
����������������������������������������������������������
������������������������������������������������������������
������������������������������������������������������������
�������� �������� ��������� �������� ��� ������� �������������
���� �������� ������������� �������� ���� ������ �����������
����������������������������������������������� ������������
����������� ���������� �����������������������������������
���������� ���� ���� ������� �������� ������ ����� �������� �����
ΔMRT range, DA����������������������������������������������
������������������������������������������ΔMRT������������
��� ���� ������ ������ ������� ��� ���� ����������� ��������� ��� ����
������� ��� ������ ��� ����������� ���� ����������� ��������
���������������������������������������������������������  
3.1  Annual Discomfort Radiation and Daylight 
��������������������������������������������������������������
�����������������������������������������������������������������
������ ������ �������������� ���� ������� ��� ��������������
������ ���� ��� ��������� ������ ���������� �������� ��� ���������
���������� ������������������������� ���� �������������������
����������������������������������������������������������
����� ��������������� ����������������� ����������� ������ ���
�����������������������;������������������������������������������
��������������������������������������������������������������
����� �� ����� ��� ��� ���� ��� ���������� ���� ������ ����� �����
������������ �������� ����� �� ������ �������������� ��� ����
��������������� ��� ����� ����� ��� ������� ���� ������� ���
�������������� ������ ����� ���� ������� ��� ��������� �� �����
�����������������������������������������

 Case  DA 
[%h] 

UDI 
[%h] 

ASE 
[%h] 

ARD3m 
[%h] 

���� ����� ����� ��� ���

���� ����� ����� ��� ���

������ ����� ����� ��� ���

Table 1.����������������������������������������������
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Figure 6. ���������������������������������������������������������������plot for ΔMRT��

��� ��������� �� ����������� ���������� ����� ��� ���� ����� ����
�����������������ΔMRT. ����������������������������������
���� ����������� ����� ���� ���ΔMRT� ������� ���� ������ ����
��������� ���������� ��� �� ���� � ��������� ��������� �� ������ ������
�������������� �������� ���������������������������� ��������
improvement in the “thermal” performance with an average 
�������������������� ������ ������������������� �������������
����� ��� ���� ��� ���� ������ ������� ��� ������ �� ��������
distribution in ΔMRT values with the T28_NoShade, with a 
������������������������������������������������������������
������ �� ������ ���� ���� ����� ������ ���������� ��������� ����
�������������������������������������������������������������
��� ���� ����������� ����� ���� �������� ����� �������� �������
�������������� �������������� ��������� ���� ����� ���������
����������������� ���� �������� ������ ������� ���� ���� �������
������������������������������������������������������� ���
���������������������������������������������������������������
������������������������������������������������������������
������� ������� ����� �������� ����� �������� ���� ���������
������������� ���� ������������ ������� ��������������
��������� �������� ����������� ���� ������� ��� ��������������
������ ����� ���� �������� ������ ������������ �� ����� ������ ���
��������������������������������
3.2  ARD and the Influence on Interior Comfort (PMV) 
�������������������������������������������������������������
�������������������������������������������������������������
����������������������������������������������������������
(ΔMRT) and EnergyPlus (MRT�������
������� �� ������ ���� ���� ������� ��� ���� ������� ������
�������������������������������������������������������������
�����������������������������������������������������������
������������������������������������������������������������
������ ���� ����������� ����� ��� ���������� ����� ��������
����������� �������������� ���������� ��� ���� ������ ����� ��� ����
������ ���� ��������� ��������� ��� ������� ���������� �����������
�����������������������������������������������������������
������������������������������������������������������������
������������������������������������������������������������
���������������������������������������������������������������
��������������� ��������������� �������������������������������
������ ���� ������� ��������� ��� ���� ���� ���� ��������� ���
�������������������������������������������������������������������
�������������������������������������������������������������
��������������������� 

 
Figure 7. ������������������������������������������������

��� ���������� ���� �������� ������� ����� ����� ������
����������������������������������������������������������
����� ���� ���������� ������ ��� ������������� �������� ���� ����
������������������������������������������� ��������������
����������������������������������������������������������
��������� ��������� ����adding the ΔMRT�� �����������������
���������������������������������������������������������������
��������������������������������������������������������������
������������������������������������������� �������������������
�������� ������������ ����� ������ �������������� ��� �����������
��������� �������� �������� ������������ ���� ��������� ��� ����
�������� ���������� ������ ΔMRT� ���� ������������ ���� �����
�������������� �������� ��������� ��� ���� ������ ��������������
������������ ���� ������������ ����� �� �������� ����
�����������������������������������������������������������
���������������������������������������������������������������
������������������������������������������������

 
Figure 8. ���������������������������������������������������

���������������
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4  DISCUSSION  
��������������������������������������������������������������
��������� ��� ������� ���� ����������� ���� ��� ������ ����������
�������� ��� ���������� ������� �� ������ �������������� ������
�����������������ΔMRT�������������������������������������
������� �������� ��� ������� ���� ���������� ��� ���������
��������������������������������������������������������������
�������� ���� ����� ��� �������� ������� ������������� �������
������������ ���� ��� ������ ��� ����������� ������� ��� ������
����������� ���� �������� �������� ������������ ��� ���� �������
���� ���������� ���� ������������� ���� ��������� ��������
��������������������������������������������������������������
���������������������������������������������������������������
���������������������������������������������������������������
��������������������������������������������������������������
���������������������������������������������������������������
���� �������� ���� ��� ���� ������� ������� �������� ���� ����
����������� ��� ���� �������� �������� ���� ����� �������� ���
���������������������������������������������������������������
������������������������������������
��������� ������ �������� ����� ����� ������������ �������������
���� ��� ��������� ������ ��������� ������� ���������� ����� ������
�������� ������ ��� ��������� �������� ��������� ���� ��������
������������������������������������������������������������
�������������������������������������������������������������������
������������������������������������
����� ������������ ������������ �������� ���� ��������� ���
�����������������������������������������������������������
���������� ����������������������������������� ��������������
����������� ����������� ������������ ����� ��� �������� ���� ���
�������������������������������������
5  CONCLUSIONS AND FUTURE DEVELOPMENTS 
������������������������������������������������������������
���� ������� ��� ����������� ������ ���� ��� ��� ������ ����������
������������������������������������������������������������
����� ����� ���� ������ ������� ��� ������� ��� ���� ����� ���������
�����������������������������������������������������������
���� ������� ���� ���� ������� ���������� ����������� ������
������� ���� ��� ��������� ��� ��������� ���� ������������ ���
���������� �������� ������������ ������� ������� ������ ����� ����
������� ������� ��� ���������� �������������� ��� �������� �������
������ ����������� ����� ��������� ����� ���������
���������������������������������� ����������������������
���������� ��� �������� ���� �������� ����������� ��� ����������
������� ���� ������ ��� ������ ����� ��� ���� ������ ������ �� �������
������������������������������������������������������������
��������������������������������������������

��������� ������� ������ ���������� �������� ��� ���� ����� ������
������ ����� �� ���� ������ ������� ���� ����� ��� ���� ���������
�������������� �������� ���������� ����������� ���� ����� �����
���������������������������������������������������������
������ ��� ����������� ������������ ��� ���� �����������
�������������������������������������������������������������
������������� ��� ��������� ������������� ������� �� ����������
���� �� ������� ����� ����� ����� �������� ���� ������� ��� �������
����������������������������������� �����������������������

��� ���� ������ ���� ����� �������������� ������� ����� ����������
���������������������

�����������������������������������������������������������
����������������������������������������������������������
������������������������������������������������������������
����������

 ����� ���������� ��������������� ������� �������� ��� ���������
���� ��������� ��� ������������ ���� ������� �������� ��������
��������

  �����������������������������������������������������������
������������� ��������� ������� ��� ������������������� ����
��������������������������������������������������������
���������������

 ��������� ������������ ����������������� �������� ���
�������������������������������������

 ���������������������������������������������������������

  �����������������������������������������������������������
�������� ���� ������ �������� ����������� ������ ��������
��������� ������������ ������������ ����������� ���� ���
�����������������������������������������������������������
������� ��� ���� ������ ������������ ��� ������ ��� �� �����������
���������������������������

ACKNOWLEDGMENTS 
����������������������������������������������������������
��������� ��������� ��� ����� ���������� �� �������� ������� ���
���������������������������������������������������������
�������������������������������������������������
REFERENCES 
��  �������������������������������������������������

������������������������������������������������������
�������������������������������������������������������
Building and Environment��45����–�����

��  �������������������������������������������������������
�����������������������������������������������������
������������������������������������Building and 
Environment��88���–����

��  ���������������������������������������������������
���������������������������������������������������
������������������������������������������������������
������������������������������������������������
Building and Environment��45����������–�������

��  �������������������������������������������������������
���������������������������������������������������������
������������������������������������������������������
������������������������������������Renewable and 
Sustainable Energy Reviews��47������������–�������

��  ���������������������������������������������������
�������������������������������������������������������
������������������������������������������������������
���������������������������������������������������
Building and Environment��75�����–������



142

��  ������������������������������������������������������
��������������������������������������������������
�����������������������������������������������������
�����������

��  ���������������������������������������������������
�������������������������������������������
�����������U.S. Department of Energy�

��  ��������������������������������������������������������
����������������������������������������������������
������������������������������������������������

��  �������������������������������������������������������
����������������������������������������������������
����������������������������������������������Building 
and Environment��59�����–������

��� �����������������������������������Effective Daylighting 
with HighPerformance Facades�������������

��� ��������������������������������������������������
�������������������Glazing and Winter Comfort Part 2 : 
��������������������������������������������������
����������������������������–������

��� �������������������������������������������������
�����������������������������������������������������
������������������������������������������������������
Solar Energy��144�����–�����

��� �������������������������������������������������������
�������������������������������������������������������
������������������������������������������������������
������������������������������������������������Journal 
of Building Engineering��9����–�����

���  ������������������������������������������

���������������������������������������������������
���������������������������������������������������
�������������������������������������������������������

��� ������������������������������������������������������
�����������������������������������������������������
�����������������LEUKOS  ��������������������������
������

��� ��������������������������������������������������������
��������������������������������������������������
����������������������������������Energy and Buildings��
33��������–������

��� �����������������������������������������������������
����������������������������������������������������
�������������������������������Building and 
Environment��59�����–������

��� ������������������������������������������������������
�����������������������������������������������������
��������������������������������������������
������������������������������������������������10th 
Int. Conf. Heal. Build.��–����

��� ��������������������������������������������������
�������������������������������������������������������
�����������������International Building Performance 
Simulation Association.�

��� �������������������������������������������������������
����������������������������������������������������
������������������������������������������������������
�����������������Building Performance Analysis 
Conference and SimBuild��

 



143

Black Globe Free Convection Measurement Error Potentials
Eric Teitelbaum,12 Jovan Pantelic,3 Adam Rysanek,4 Kian Wee Chen,5 and Forrest Meggers25

1ETH Zurich, Singapore-ETH Centre, Singapore, SIN
2Princeton University, School of Architecture, New Jersey, USA

3University of California, Center for the Built Environment, Berkeley, USA
4University of British Columbia, School of Architecture and Landscape Architecture, Vancouver, CAN

5Princeton University, Andlinger Center for Energy and the Environment, New Jersey, USA

ABSTRACT
For thermal comfort research, black globes have become the
de facto tool for mean radiant temperature, TMRT , measure-
ment. They provide a quick, cheap means to survey the ra-
diant environment in a space with nearly a century of trials
to reassure researchers. However, as more complexity is in-
troduced to built environments, particularly by engineering
spaces to separate radiative and convective modes of heat
transfer for energy efficiency and comfort, we must reassess
the relationship of globe readings in the context of their en-
vironments. In particular, corrections for globe readings tak-
ing wind into account [1, 4] rely on a forced convection heat
transfer coefficient. The simulation proposed in this paper
demonstrates the influence of free convection on the instru-
ment’s readings. Initial studies show that the TMRT and air
temperature separations of 2 K could introduce errors equiv-
alent to 0.1 m/s of air velocity, providing an additional mech-
anism for globe readings to track air temperatures.

Author Keywords
Black globe; mean radiant temperature; sensors;
measurement protocol

1 INTRODUCTION
Heat transfer manipulations for comfort in the built environ-
ment have a recent history of being skewed towards convec-
tion, i.e. air conditioning, as the majority of thermal com-
fort research tuned air properties for desired physiological re-
sponses [2, 6, 13]. Using air as a medium and the thermostat
as its control mechanism, these effective temperature frame-
works saw air temperature and humidity as the system side
independent variables for comfort. Through today, climate
dictates air conditioner or furnace sizing based on the latent
and sensible loads, often optimizing form to offset solar radi-
ation gains. However, these systems fail to engage with radia-
tion as an independent mechanism for comfort, despite equal

SimAUD 2019 April 07-09 Atlanta, Georgia
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radiative and convective fluxes in typical office environments
[5].

To quantify the radiant environment in a building, black
globes are often used to measure a “globe temperature” which
is used to back-calculate the environment’s perceived mean
radiant temperature. The device was originally developed in
1934 [1], and has remained unchanged. Several character-
izations of the heat transfer properties characteristics of the
globes have been conducted [7, 9], and a widely accepted
correction factor for forced air movement was proposed in
1987 by Richard de Dear [4], shown in equations 1 and 2. In
these equations, TMRT is the corrected MRT [K], Tg is the
measured globe temperature [K], ε is the emissivity of the
globe [0.95], D is the diameter of the globe [m], Ta is the
air temperature K, hcg is the forced convective heat transfer
coefficient [Wm−2K−1], and va is the air speed [ms−1]

TMRT =
4

√
T 4
g +

hcg

ε ·D0.4
· (Tg − Ta) (1)

hcg = 1.1 · 108 · v0.6a (2)

Researchers have noted the limitations of black globes in out-
door environments and windy environments [10, 11], noting
the tradeoffs between size and sensitivity to convection and
radiation. Importantly, it has been noted that black globes
often track air temperature, a phenomenon that can be miti-
gated in the presence of detectable air motion thanks to the
forced convection correction factor in equation 1. Addition-
ally, other researchers have previously noted potential sensi-
tivities of black globe readings to the emissivity of the black
coating [8].

However, recent work by the authors in evaluating an outdoor
radiant cooling pavilion has elucidated a new issue with black
globes - natural convection. In the environment, the radiantly
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activated surfaces are convectively separated from the air to
create a space with mean radiant temperatures up to 10 K be-
low the air temperature. In the absence of air motion, equa-
tion 1 shows the MRT to be equal to Tg , neglecting the po-
tential for free convection that the radiant environment could
generate around the sphere. Comparing the mean radiant
temperature calculated from globe readings with the ground-
truth mean radiant temperature established with a pyrgeome-
ter and pyranometer, it was immediately clear that something
was wrong since the recorded mean radiant temperature was
below the dewpoint, yet no condensation was visible on the
globe (Which would have been yet another mechanism skew-
ing the reading).

This paper describes a correlation-based simulation from em-
pirically derived heat transfer equations about spheres to de-
scribe the potential contribution to globe measurement errors
from free convection. At most in the literature it has been
mentioned that “natural convection currents affect heat ex-
change, and modify the relations” [9], however the correc-
tions have never been directly addressed.

2 METHODS
To assess the basic contributions of forced and free convec-
tion about a black globe, Nusselt number correlations were
obtained. The Nusselt number, Nu, is a dimensionless pa-
rameter that describes the ratio of convective heat transfer
to conductive heat transfer, and is shown in equation 3. In
this equation, Hc is the convective heat transfer coefficient
[Wm−2K−1], D is the hydraulic diameter [m], and k is the
thermal conductivity of air [0.02662 Wm−1K−1]. Therefore
if the Nusselt number is known for a globe, the convective
heat transfer coefficient can be calculated as in equation 4.

Nu =
HcD

k
(3)

Hc =
Nu · k
D

(4)

Updated Nusselt number correlation equations were obtained
from the literature. Equation 5 shows the free convection cor-
relation for free convection about a sphere [3].

Nufree = 2 +
0.589Ra

1
4

D

(1 + (0.469/Pr)
9
16 )

4
9

(5)

In equation 5 Ra is the Rayleigh number, and Pr is the
Prandtl number. Equation 5 is valid for Ra < 1011 and
Pr ≥ 0.7. Ra is calculated in equation 6 and Pr is calculated
in equation 7.

Ra =
gβ

να
(Tg − Ta)D

3 (6)

Pr =
cpµ

k
(7)

In equations 6 and 7, g is the acceleration due to gravity [9.81
ms−2], β is the thermal expansion coefficient of air [0.0034
K−1], ν is the kinematic viscosity [1.48 ·10−5m2s−1], α is
the thermal diffusivity of air [2.591 ·10−5m2s−1], cp is the
specific heat capacity of air [1005 J kg−1K−1], and µ is the
dynamic viscosity of air [1.81 ·10−5Pa s]. For comparison
to the free convection case, the same forced convection rela-
tionships were derived using a Nusselt correlation provided
in equation 8 [12].

Nuforced = 2 + (0.4Re
1
2 + 0.06Re

2
3 )Pr0.4 (8)

In equation 8, Re is the Reynolds number given in equa-
tion 9. Using these convection correlations, the magnitude
of each mode of heat transfer was assessed for varying air
velocities and globe temperatures. Equation 8 is valid for
3.5 < Re < 7.6 · 104 and 0.7 < Pr < 380, appropriate
for this application.

Re =
vaD

ν
(9)

To reparametrize a version of equation 1 for free convection
effects on the Tg reading in environments with large surface
to air temperature gradients, the equilibrium globe descrip-
tion equation, shown as equation 10 from [4], becomes equa-
tion 11.

σε(T 4
g − T 4

MRT ) = hc,free(Ta − Tg) (10)

TMRT =
4

√
T 4
g +

Nufree · k
εσD

(Tg − Ta) (11)

The form of equation 11 is useful since the correction can be
applied both for free and forced convection.

3 RESULTS
Comparing the contributions from both free and forced con-
vection to the globe temperature, it is clear that as the air ve-
locity increases, forced convection will dominate the reading
for Tg , see figure 2. However, as the difference between Tg

and Ta grows as is plotted in figure 1, there is a plateau in
the convective response. The magnitude is smaller than air
speeds above 0.1 m/s, however the shape of the free convec-
tion response presents certain challenges for interpreting the
true TMRT from globe readings in a free convection domi-
nated scenario.

For example, the change in hc for Tg − Ta from 3 to 4 is
approximately 8 to 8.2 W m−2K−1, therefore making the
calculation very susceptible to any fluctuations. This is unlike
the globe’s response to forced convection, which is nearly a
linear response to air speed.

However, as hc is also multiplied by the temperature differ-
ence, the effect is not negligible. As shown in figure 3, the
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Figure 1. Convective heat transfer coefficient for free convection.
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Figure 2. Convective heat transfer coefficient for forced convection.

heat lost due to forced and free convection, Qconvection at a
low air velocity is larger than the heat lost due to free con-
vection, however the free convection portion is certainly not
negligible.
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Figure 3. Comparison between heat lost due to free and forced convection.

Reconstructing a potential measurement domain with the free
convection correction is shown in figure 4, for differences in

Ta and Tg up to 5 K. A slice of this data is shown in figure 5
with a fixed Ta = 30 ◦C.
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Figure 4. The remapped domain calculating TMRT from Tg and Ta mea-
surements, correcting for free convection.
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Figure 5. The calculated TMRT using the proposed free convection correc-
tion factor from the globe measurement Tg and fixed Ta = 30◦C.

4 DISCUSSION
Clearly, there is a potential significant contribution to globe
temperature from from convection in environments with in-
creasing air/surface gradients. This fact did not go unnoticed
from original researchers [7], however the contributions was
not further investigated since many real building scenarios do
not generate large air temperature to surface temperature sep-
arations. However, with new advancements with radiant cool-
ing systems which separate radiative from convective heat
transfer, it becomes a valid question to test the limits of black
globes, with respect to greater air/surface separations for ra-
diant cooling.

A potential mechanism describing the observed discrepancy
in the test radiant cooling pavilion that inspired this study is
the fundamental nature of blackbody emission. Proportional
to T 4, at high absolute values the relationship between emit-
ted power and temperature is roughly linear. However, con-
sider a theoretical comparison between the radiative forcing
of a black globe from a radiant cooling system with a design
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TMRT setback of 5 K from the air temperature with the radi-
ant forcing from a radiant heating system with a TMRT 5 K
higher than the air temperature. Compared to the reference
“equilibrium” case where Tg = Tair, the nonlinearity of the
blackbody emission is accentuated. This is plotted in figure
6, taking a small office test scenario with a fixed air tempera-
ture of Ta = 30◦C. The TMRT is modulated from 0.1 to 10K
above and below the reference 30◦C temperature. Clearly, ra-
diant heat is able to sustain larger Tg gradients due to the ad-
ditional power of radiant heating compared to radiant cooling.
The measured Tg values are much more sensitive in a radiant
cooling scenario to small changes in convection than in a ra-
diant heating scenario. This is a potential explanation for why
concerns regarding free convection have not needed to be ad-
dressed, since most of the literature concerning black globes
physics has exclusively been constructed with data from radi-
ant heating.

In fact, figure 6 implies that globes may overestimate the ra-
diant temperature for radiant heating, since the globe’s forced
convective losses shown by the blue line are much smaller.
The overestimation of radiant heating and associated under-
estimation of radiant cooling could have impacts on the per-
ceived functionality of both systems.
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Figure 6. Comparison between radiative forcing of a small office (20m2

wall area) with radiant heating or cooling above or below the air tempera-
ture (x-axis) and the modeled forced convection around a globe at vair =
0.5m/s. Radiant cooling is largely under-powered compared to radiant heat-
ing to drive the globe temperature away from the air temperature.

In the future, generating experimental datasets to validate
these claims will be necessary. While it is potentially a small
contribution to a niche group of radiant comfort researchers,
understanding the physics of measurement tools and the self-
imposed limitations will quell potential systematic measure-
ment errors in the future.

5 CONCLUSION
The simulations presented in this paper make a compelling
argument for the necessity of a free convection correction
as the gradient between the air and surface temperatures in
a space increases. Free convection effects can introduce a
potential measurement error that is not currently accounted
for, and is of the same magnitude as forced convection. This

paper presents a simulation-based framework for free con-
vection around a globe, and a correction factor to remap the
measurement domain. Future work will be carried out to ex-
perimentally validate the framework.
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ABSTRACT 
The energy performance of Underfloor Air Distribution 
(UFAD) system is previously investigated in several studies. 
Energy saving is known to be one of the benefits of UFAD 
in comparison to other all-air systems; however, there has 
been some controversy over the performance of UFAD 
system in each climate. This paper aims to investigate the 
role of the climatic condition on the energy behavior of the 
UFAD, compared to the Over Head (OH) air distribution 
system. To that end, the effects of temperature and humidity 
on the energy performance of the system are examined in 
detail. The overall research plan is based on simulating one 
story of an existing office building in Phoenix with 
EnergyPlus. The validated model is then used in different 
ASHRAE climate zones to predict energy consumption in 
terms of cooling loads, heating loads and fan energy usage 
for the two systems: UFAD and OH. 
These comparative analyses have led to a comprehensive 
understanding of the energy performance of UFAD and OH 
systems under different climatic conditions. The Results 
section highlights the overall efficiency of UFAD system, 
pointing to different percentages of energy saving in each 
climate. It is found out that UFAD system works best in San 
Francisco with 26 percent of energy saving and relatively 
warm climatic conditions, while climates that were too hot 
or too cold adversely effected the energy saving 
performance. The lowest percentage of energy saving is 
10.31 percent for Duluth in the very cold climate category. 
The energy saving percentages were then visualized on the 
map to provide a better spatial understanding of this system’s 
effectiveness. 
Author Keywords 
Underfloor Air Distribution (UFAD); climate; energy 
performance; energy saving. 

 
1   INTRODUCTION 
Energy consumption in a building HVAC system is 
dependent on many factors, such as the building envelopes 
properties and the HVAC system technology. Climatic 
conditions can also influence the system energy use by 
affecting the performance indicators, such as room air 
stratification and plenum thermal decay [1,11,12,13]. 
Therefore, we need to have a comprehensive understanding 
of the performance, proper installation and proper underlying 
design of the UFAD system to properly evaluate its potential 
efficiency and energy saving improvements [1,11]. It is 
argued that the UFAD systems are not as efficient as their 
early stage designs, which may be due to poor design and 
operating conditions [2]. So far, little is known about the 
possible effect of climate on the UFAD design and proper 
design of this system based on the existing climatic 
conditions. Some papers have investigated the performance 
of the UFAD system in a few climates, and others have 
looked at the effect of the climate on the system cooling loads 
[3]; however, there is not any research that studies the overall 
performance of the UFAD system in different climatic 
conditions. In a research that was conducted by California 
Build Environment in CBE (2009) they have compared the 
performance of UFAD in 3 different climates in California 
and found the total energy saving in San Francisco warm-
marine climate is 5.2% higher than Sacramento’s 
Mediterranean climate [4].  Later in 2011, they added more 
climatic conditions to their investigation, concentrating only 
on the cooling loads of the building, and found there was not 
much difference in performance of the UFAD in different 
climates in terms of cooling loads [3].  

In addition, there have not been sufficient studies about the 
energy saving of the UFAD in humid climates, in 
comparison to the research that studies the UFAD 
performance in mild and hot climates [5]. As the supply air 
temperature is higher in the UFAD system, the 
dehumidification capability of the air-handling unit 
deteriorates, causing a higher indoor relative air humidity 
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[5]. Therefore, considering the occupants thermal comfort 
we have to provide more dehumidification strategies in 
UFAD systems, especially in humid regions. This also 
affects the energy saving of the system, as more energy is 
demanded for dehumidifying and removing the latent load. 

The goal of this study is to investigate the overall energy 
performance of the UFAD system compared to OH system 
in different climatic conditions. To that end, we have looked 
into the annual energy consumption of an existing building 
in hot and dry climate, and then compared it to the energy 
consumption of the same building in all ASHRAE defined 
building climates in the United States.  

2    METHOD 

In this study, the energy performance of one existing 
building with its prototypes in 12 other climates is compared 
in terms of total energy consumption, heating energy, 
cooling energy and fan energy usage. The results of the 
energy savings were used to create a visualization map based 
on the US geographical map. This map is useful, as it 
graphically displays the areas that have a better energy 
performance. 

Through this comparative and parametric approach, the 
building and system elements remain the same, except for 
the cooling coil schedules in cold climate cases.  

2.1    Climate Zones  

To define the climate content, we have used the standardized 
climate zones from ASHRAE Standard 169-2013[10]. The 
classification is based on heating degree-days (HDD) and 
cooling degree-days (CDD) and precipitation data to 
determine the moisture zone. The data about the CDD and 
HDD is provided by National Climatic Data Center (NOAA) 
with the normal of 1981-2010 [6]. 

We have selected 14 cities, each representing a unique 
climate zone that includes 7 thermal zones and 3 humidity 
zones, which are listed in Table 1.  

 
CITY ZONE ZONE NAME HDD CDD 

Miami 1A Very Hot- 
Humid 128 4575 

Houston 2A Hot- Humid  1291 2940 
Phoenix 2B Hot- Humid 935 4607 
Charlotte 3A Warm- Humid 3388 1518 
Las Vegas 3B Warm- Dry 2044 3294 

San 
Francisco 3C Warm- Marine 2653 164 

Baltimore 4A Mixed- Humid 4764 1164 
Albuquerque 4B Mixed- Dry  4179 1322 

Seattle 4C Mixed-Marin 4370 450 
Chicago 5A Cool- Humid 6340 843 
Boulder 5B Cool- Dry  6011 622 

Minneapolis 6A Cold- Humid 7580 753 
Helena 6B Cold- Dry  7541 406 
Duluth 7 Very Cold 9444 204 

Table 1. Selected Cities and Climate Zones 

 
 
2.2    Description of the Simulated Building 

Our reference case is the middle floor in a three-story office 
building in Phoenix, Arizona in a trapezium shape 
(37m*115) with an aspect ratio of 3 to 1, which is shown in 
Figure 1. The total floor area is 4544 m2 and is divided to 
three separate sections, each with their own air handling units 
as they are numbered in Figure 2. Each floor is composed of 
3 interiors and 4 perimeter zones, as shown in Figure 2. The 
pattern of the perimeter and interior zones is based on the 
effective area of the windows and the diffusers that are 
attached to the exterior wall of the building, which creates a 
five feet wide perimeter zone. For the interior zones each 
thermal zone is defined based on the effective area of the air 
handling unit for that area. The central interior zone (number 
2) had to be divided to 3 subzones as EnergyPlus can’t 
calculate the concave geometries accurately. We have 
modeled the supply and return plenum as individual thermal 
zones for the entire floor. In both systems, the plenums are 
modeled with 60 cm of height. Other specifications of each 
zone are listed in Table 2 and Table 3. We have also modeled 
the windows and walls properties, occupancy patterns, lights 
and equipment loads to get precise cooling and heating loads 
through the day for a whole year. The construction type of 
the building in its existing climate could also be used in the 
other scenarios; however, we had to change the cooling coil 
schedule for the colder climates to be able to operate in all 
months of the year. The lighting, occupancy and equipment 
schedules are based on the real building schedule, which is 
typically occupied from 6am to 6pm and the equipment are 
running from 4am to 10pm, as Table 4 indicates. 

Figure 1. Building Overall perspective 
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Walls Construction Metal Frame, 2*6, 16 in. 

O.c. 
Ext Finish/Color Wood/Plywood 

‘Medium’ (abs= 0.6) 
Exterior 
Insulation 

½ in. fiber board 
sheathing (R-13) 

 
Additional 
Insulation 

 
R-19 batt 

Ground 
Floor 

 
Construction 

 
4 in. Concrete 

 
Exterior 
Insulation 

 
3 in. polyurethane (R-
18) 

Windows Glass Category Double Clear/Tint 
Glass Type Double Clear 1/4in, 

1/2in Air 
Frame work Aluminum/ Fixed 
Frame Width 1.3 in. 

Table 2. Building Construction Properties 

 
Area 
[m2] 

Height 
[m] 

Wall Area 
[m2] 

PLENUM-INT 1407 0.60 0 
PLENUM-S 1543 0.60 0 
PLENUM-N 1594 0.60 0 
PERIMETER-
SOUTH 

41 3.35 80% 

PERIMETER-
NORTH 

57 3.35 80% 

PERIMETER-WEST 165 3.35 12% 
PERIMETER-EAST 167 3.35 40% 
INTERIOR-NORTH 1359 3.35 0 
INTERIOR-INT 1062 3.35 0 
INTERIOR-SOUTH 1412 3.35 0 

 
Table 3. Thermal Zones Properties 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Building Plan  
FEATURE OH UFAD 

Skin/glazing 384 m2 Same 

Window/wall ratio 47.5 Same 

Room cooling set point  24°C  Same 

Room heating set point  21°C Same 

Equipment 7.6 W/m2 Same 

People 4 m2/Person Same 

Infiltration 0.0168/Exterior Area Same 

Table 4. Building Load Properties 

2.3    Simulated Model 

We have used EnergyPlus simulation software, which is 
currently the most ideal software for simulating the UFAD 
because of its consideration of the room stratification and 
simultaneous simulation of zones, systems and plants [7].  
The UFAD system in this project is working in a constant air 
volume (CAV) that relies on the variation of supply air 
temperature with a constant speed and electric reheat system. 
The supply air temperature is changing based on the return 
air temperature and zone temperature to provide the desired 
thermal comfort. HVAC system parameters and peak 
occupancy information were gathered from design drawings 
and meetings with project team members. 

On the other hand, the OH system is modeled with a Variable 
air volume (VAV) air terminal with electric reheat, which 
uses variable speed fans in the perimeter zone. The SAT for 
the OH prototype is 12°C; while in the UFAD system the 
SAT is normally higher than this number as the air is 
provided directly to the occupied zone. The initial SAT for 
the UFAD system is 15°C that is changing based on the load 
of the zone in each time of the day. The AHU fan pressure is 
also lower for the UFAD system, as shown in Table 5. The 
HVAC system settings for the UFAD are extracted from the 
as built drawings of the building and the information 
provided, except for the Minimum outside air which is a 
default amount. For the OH system we have not made any 
unnecessary changes to have an accurate comparison, other 
than the basic differences of the UFAD and OH system such 
as SAT and fan pressure. The fan pressure is 1000 Pa for the 
OH and 700 Pa for the UFAD system. The supply plenums 
for both systems are ducted, which decreases the thermal 
decay effect and results in more fan energy saving, especially 
in the UFAD. As mentioned before all the HVAC system 
settings are the same for other climate scenarios except for 
the cooling coil schedules as they need to run for more 
months through the year. 

 

 

 

 

1 

2 

3 
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HVAC OH UFAD 
AHU supply air temperature 
(for OAT range) 

12°C 15°C 

AHU fan design static 
pressure 

1000 Pa 700 Pa 

AHU fan efficiency 0.9 0.9 

Minimum outside air rate 0.00944 
m3/min/person 

0.00944 
m3/min/person 

Airside economizer; fixed dry 
bulb 

Yes Yes 

Night cycle control Yes Yes 

Interior zone reheat Yes No 
Heating & Cooling Coil Water Water 

Chiller design COP 5 5 

Cooling tower Single speed Single speed 

Boiler design efficiency 0.9 0.9 

Table 5. HVAC System Properties 

2.4    Validation 
For the validation of our simulations we have compared the 
indoor air temperature that was measured by the data loggers 
in the perimeter zones of the Phoenix building to the 
simulations’ average zone air temperature results. The north 
perimeter zone was selected for the comparisons and the 
average zone temperature was compared, both for the 
occupied hours and the whole day. We have selected two 
business weeks in the winter (January) and the summer 
(August) for checking the simulation validation in both 
heating and cooling modes. The measured and simulated 
average zone temperatures are listed in Figure 3 for the 
occupied hours and Figure 4 for the whole day average 
temperature. As it is showed in Figure 5 scattered plot, the 
simulation results correlate with the temperature 
measurements for both cooling and heating days with 
respectively 24°C and 21°C zone set point temperatures. The 
central blue line fully correlated temperatures while the 
dotted lines are borders for the accepted ±10% simulation 
error.  

 

 

 
3    RESULTS  

The net results of the simulation show annual energy 
consumption of the building in terms of cooling, heating, fan, 
heat rejection and pump energy. We have compared the 
energy consumption in each section of the HVAC system for 
the buildings in different climates in Figure 6. As it is 
displayed in Figure 6 San Francisco has the lowest energy 
consumption in both UFAD (331 MJ/m2) and OH(453 MJ/m2) 
scenarios, while Miami has  the highest energy consumption 
in both of these systems with the numbers of 694 MJ/m2 and 
852 MJ/m2 respectively. Expectedly, cooling and heating 
energy are the most energy consuming sections in all of the 
climate, followed by fan energy consumption. The fan 
energy in the UFAD system has the highest amount in 
Phoenix (58.33 MJ/m2) and the lowest amount in cold 
climate of Duluth (34.78 MJ/m2). The pumps energy 
consumptions is also effected by the climate as in the cold 
climates there is no need for cooling energy and pumps 
action. The pump energy consumption can be as high as 
72.84 MJ/m2 in Miami that decreases down to 5.94 MJ/m2 
for Helena. We have also investigated the energy saving in 
all major sections and the total energy saving. 
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Figure 4. Whole day Zone Average Temperature 

 

Figure 3. Occupied Hours Zone Average Temperature 
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3.1    Total Energy Saving    

In the first set of analysis the total energy saving of the 
system is compared in different climates to identify the best 
climatic conditions for the UFAD system instead of an OH. 
The results indicate that the UFAD system has overall energy 
saving in comparison to OH system for our base case in 
Phoenix and all other climates. The percentage of the saving 
was calculated based on the whole building annual energy 
consumption.  

As shown in Figure 7 the UFAD energy saving is different 
in each climate. Interestingly, the percentages distribution 
resembles a bell shaped curve at the top with relatively 

higher amount in the left side of the chart. The lowest 
percentage of saving is for the coldest city, Duluth in climate 
zone 7, which is 10.31percent; while the highest amount is 
26 percent for San Francisco in climate zone 3C and warm 
and marine climate. It is apparent from this chart that the 
percentage of energy saving is decreasing by getting closer 
to the extreme weather conditions. Among the hot climates 
Miami and Houston respectively with very hot and humid, 
and hot and humid climates have the two lowest amounts of 
energy saving, which are 18.56 and 18.16 percent. In the cold 
side of chart is also a clear trend of decreasing that finally 
ends in 10.43 percent for Minneapolis with cold and humid 
weather and 10.13 percent for the very cold climate of 
Duluth. 

 

Figure 6.   Energy Consumption in All Scenarios

 

Figure7. Energy Saving Percentage in Each Climate 
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In the second phase, we looked into the energy saving of the 
three major sections: heating, cooling and fan energy usages. 
The UFAD system showed energy savings in all these units. 
To have a better understanding of the percentage of energy 
saving in the components, we calculated the weighted 
contribution of each in the final energy saving. For this 
purpose, first the contribution ratio (CR) is calculated based 
on each components energy consumption, and the total 
energy consumption as it is defined in Equation 1. 

 

𝐶𝐶𝐶𝐶 =
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝐶𝐶𝑒𝑒	𝐸𝐸𝐶𝐶𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶

𝑇𝑇𝐶𝐶𝑒𝑒𝑇𝑇𝑇𝑇	𝐸𝐸𝐶𝐶𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶
	

Equation 1.	

The Contribution Ratios for all the cases are listed in Table 
6.  Finally, we have calculated the weighted saving based 
on the percentage of saving in each component and its CR 
as it is shown in Equation 2. 

 

Weighted Saving = CR * Saving Percentage 
Equation 2.	

 

The results obtained from this procedure are illustrated in 
Figure 6 for each unit in all climates.  

 
 
 

 

Scenario CR fan CR heating CR cooling 
Miami-UFAD 0.08 0.01 0.46 
Miami-OH 0.12 0.00 0.50 
Houston-UFAD 0.09 0.04 0.37 
Houston-OH 0.14 0.05 0.38 
Phoenix-UFAD 0.11 0.03 0.32 
Phoenix-OH 0.17 0.03 0.34 
Charlotte-UFAD 0.09 0.11 0.25 
Charlotte-OH 0.15 0.13 0.28 
Las Vegas-UFAD 0.12 0.08 0.24 
Las Vegas-OH 0.18 0.09 0.27 
San Francisco-UFAD 0.11 0.06 0.10 
San Francisco-OH 0.11 0.07 0.11 
Baltimore-UFAD 0.09 0.23 0.20 
Baltimore-OH 0.13 0.18 0.21 
Albuquerque-UFAD 0.11 0.19 0.12 
Albuquerque-OH 0.22 0.18 0.13 
Seattle-UFAD 0.07 0.21 0.05 
Seattle-OH 0.15 0.26 0.09 
Chicago-UFAD 0.08 0.26 0.15 
Chicago-OH 0.15 0.27 0.16 
Boulder-UFAD 0.10 0.24 0.08 
Boulder-OH 0.18 0.23 0.10 
Minneapolis-UFAD 0.07 0.36 0.10 
Minneapolis-OH 0.12 0.34 0.11 
Helena-UFAD 0.08 0.35 0.04 
Helena-OH 0.15 0.33 0.06 
Duluth-UFAD 0.06 0.45 0.04 
Duluth-OH 0.11 0.44 0.05 

Table 6. Contribution Ratios for Each Scenario 
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3.2    Cooling Energy    

It is expected for the cooling load of the UFAD system to 
be higher than OH, as the thermal capacity of a room with 
UFAD is decreased by adding the floor plenum. However, 
it is shown in Figures 6 and 8 that the cooling energy is still 
lower than OH, providing cooling energy saving in all 
climates. Figure 8 indicates that the cooling energy has the 
highest energy saving of 11.30 percent in Miami with the 
hottest weather.  By moving toward normal weather 
conditions, an overall decrease in the saving is perceivable. 
This declining trend continues by getting to the colder 
areas as we have the lowest cooling energy saving in 
Duluth with 1.32 percent. 

The difference in cooling energy saving can be explained 
by the difference in both cooling degree days and humidity. 
High humidity is one of the factors that results in lower 
efficiency of the UFAD systems; however we are not sure 
whether it’s working better or worse than an OH system.  
By comparing the energy saving of two cities with 
approximately the same cooling degree days and different 
humidity such as Miami and Phoenix we can argue that 
humidity has less adverse effect on the efficiency of UFAD 
in comparison to OH. The same result can be understood 
by comparing Baltimore and Albuquerque with the same 
cooling degree days and different humidity.  
3.3    Heating Energy   
During heating days in the underfloor system, the warm 
returning air reduces heating energy, which results in 
improved heating performance of the UFAD as Figures 6 
and 8 illustrate. This is an important factor for the energy 
savings in relatively cool climates. According to Figure 8 
the highest amount of saving in the heating energy is 4.94 
percent in Chicago, and the lowest amount is nearly zero 
as the heating load itself is negligible in the very hot 
climate. The amount of energy saving in the heating section 
mostly results from no reheat setting in the interior zones 

of the UFAD. As it is shown in Figure 8, we cannot define 
any special trend for the saving in heating energy. 
3.4    Fan Energy   

Fan energy is one of the major energy saving sources in the 
UFAD as the lower fan energy requirement is a key factor 
in this system.  The results of these simulations are also in 
line with this characteristic of UFAD system in all 
climates. The fan unit has relatively high amounts of 
energy saving in all of our scenarios, which starts from 3.05 
percent in Duluth and increases to 6.44 percent in 
Albuquerque and is illustrated in Figure 8. Interestingly, 
the fan energy saving in the two extreme weather 
conditions of hot and cold are almost the same number. 
This results further support the findings by CBE team at 
2009, comparing the energy saving of the UFAD system in 
three climates of California including San Francisco, Los 
Angel and Sacramento [4]; however, they have not looked 
into the other climatic conditions. 

4    CONCLUSIONS 

This study set out to assess the energy performance of the 
underfloor air distribution system compared to overhead 
system in several different climatic conditions. The 
investigation of energy saving has shown that this amount 
varies for buildings located in different climates, 
suggesting further studies should investigate this factor 
prior to designing a suitable HVAC system. 

The second major finding was that UFAD system provides 
the best energy savings in the normal weather conditions; 
the energy saving capability declines in too hot or too cold 
climates. The created energy saving visualization map 
provides a better understanding of the energy performance 
through all climates of the United States. Further 
investigation of the energy saving in each units of fan, 
heating and cooling shows that the saving capability in 
each of this sections also varies when we move from hot 
climates to the cold ones; however, the fan energy saving 
is always significant in all the systems. 

This research extends our knowledge of the energy 
performance of the UFAD by enhancing our understanding 
of climatic condition influence on the energy saving of this 
system, both quantitatively and visually. 
5    FUTURE STUDIES 

Previous and ongoing research investigates the influence of 
design and operating conditions on the energy saving 
capability of the UFAD system. They have found that 
different system settings can alter the final performance of 
the system; therefore, it is important to note that changes in 
UFAD system settings may vary these results.  

The findings in this study are subject to two main 
limitations. First, the investigation was conducted with a 
constant air volume UFAD system and variable air volume 
OH system. It would be interesting to look at different 

Figure 9. UFAD Energy Saving Visualization 
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comparison combinations such as CAV to CAV or VAV to 
VAV comparison to see the influence of airflow type in this 
process. Second, we have only looked into one city in each 
ASHRAE climate zone. Further research including 
multiple cities in each climate would more thoroughly 
investigate each region. Moreover, the current study has 
only studied one selected HVAC setting for all the 
climates. Further research regarding the best design and 
operating condition in each specific climate is strongly 
recommended. 
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ABSTRACT 
Measurement and simulation are two main methods to 
determine natural ventilation rates in a building. By 
contrast, the simulation method is widely used in 
engineering due to its simplicity and convenience. In the 
practical application of airflow simulation software such as 
CONTAMW, there exist many simplifications for the 
actual conditions of simulated buildings. This study 
focuses on three of the commonly used simplifications and 
analyses their effects on the simulation results. In addition, 
for rigorousness, tracer gas decay method is used to verify 
the reliability of CONTAMW simulation. The conclusions 
of this study can be used as guidance for airflow simulation 
software such as CONTAMW. 
KEYWORDS 
CONTAMW; natural ventilation rate; simplification; 
simulation. 

1 INTRODUCTION 
Natural ventilation is an important way to improve indoor 
air quality and building energy performance [1]. To 
evaluate the effect of natural ventilation, it is necessary to 
determine the natural ventilation rate for a building. 
Measurement and simulation are two main methods to 
determine natural ventilation rates in a building. By 
contrast, the simulation method is widely used in 
engineering due to its simplicity and convenience [2]. 
CONTAMW is a software developed by the National 
Institute of Standards and Technology (NIST) for 
simulating multi-zone airflow rate in buildings, which has 
been widely used for natural ventilation simulation [3]. 
In the practical application of CONTAMW, there exist 
many simplifications for the actual conditions of simulated 
buildings. This paper focuses on the following three 
simplifications:  
a) Ignore the effects of indoor partitions;
b) Ignore the effects of building blockage in the wind

flow direction;

c) The effective opening area of windows/doors is
assumed as maximum openable area of
windows/doors.

Natural ventilation rates are simulated and compared when 
the above simplifications are applied or not. The influence 
of these simplifications on simulation results is analyzed. 
The most commonly used measurement method to
determine natural ventilation rate is tracer gas decay 
method, which has been used in office buildings, 
residential buildings, and classrooms [4]. The test 
procedure of tracer gas decay method consists of the 
release, mixture, and monitor of suitable tracer gas. To 
verify the reliability of CONTAMW simulation, 
measurements of natural ventilation rate are conducted in 
a typical room of the simulated building using the tracer 
gas decay method. The measured results of tracer gas decay 
method and the simulated results of CONTAMW are 
compared with each other to validate the simulation.  
This study aims to evaluate the effects of the above 
simplifications on simulation results and make guidance 
for the use of airflow simulation software such as 
CONTAMW. 
2 METHODOLOGY 
2.1 Simulation 
The basic calculation principle of CONTAMW is the 
following equation, which is for airflow through large 
intentional openings [5]: 

𝑄𝑄 = 𝐶𝐶$𝐴𝐴&2∆𝑝𝑝/	𝜌𝜌    (1) 
where 𝑄𝑄 is airflow rate, m3/h; 𝐶𝐶$ is discharge coefficient 
of opening, dimensionless;	𝐴𝐴 is effective opening area of 
window/door, m2; ∆𝑝𝑝 is pressure difference across opening, 
Pa; and 𝜌𝜌 is air density, kg/ m3. 
The pressure difference across openings is caused by stack 
effect and wind pressure [5]. The pressure difference 
caused by stack effect is determined by indoor-outdoor 
temperature difference. While, the pressure difference 
caused by wind pressure is an input parameter, which is 
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generally obtained by simulating outdoor wind field using 
Computational Fluid Dynamics (CFD) software (such as 
FLUENT and PHOENICS). In this study, CFD software—
PHOENICS—was used to simulate outdoor wind field and 
determine wind pressure across the window/door openings. 
The indoor temperatures were determined by iterative 
computation between indoor-outdoor temperature 
difference, natural ventilation rate and cooling load (only 
passive cooling by natural ventilation, air conditioning 
system off). Outdoor temperature set point is 20 ℃. 
Then, natural ventilation rates were simulated using 
CONTAMW when the above three simplifications were 
applied or not. Results were compared to obtain the main 
conclusions. 
2.2 Verification 
Natural ventilation rates were measured in a typical room 
of the simulated building using tracer gas decay method. 
Then, the measured results of tracer gas decay method and 
the simulated results of CONTAMW were compared with 
each other. 
Carbon dioxide (CO2) was chosen as tracer gas because it 
is easily available. In the CO2 decay method, CO2 was 
injected into the test room and the decay of CO2 
concentration was measured once a uniform concentration 
had been reached. The change of indoor CO2 concentration 
is expressed as 
𝑙𝑙𝑙𝑙[𝐶𝐶12(𝜏𝜏) − 𝐶𝐶789(𝜏𝜏)] = −𝑁𝑁𝜏𝜏 + 𝑙𝑙𝑙𝑙[𝐶𝐶12(0) − 𝐶𝐶789(0)]   (2) 
where 𝐶𝐶12  and 𝐶𝐶789  are indoor and outdoor CO2 
concentrations, ppm; 𝑁𝑁  is air change rate, h-1; and 	𝜏𝜏  is 
time, h. Based on Eq. (2), 𝑁𝑁 can be determined through the 
linear fitting between 𝑙𝑙𝑙𝑙[𝐶𝐶12(𝜏𝜏) − 𝐶𝐶789(𝜏𝜏)] and 𝜏𝜏. 
Then, the natural ventilation rate of the test room is
calculated using Eq. (3): 
𝑄𝑄2> = 𝑁𝑁 × 𝑉𝑉  (3) 
where 𝑄𝑄2> is natural ventilation rate, m3/h; and 𝑉𝑉 is room
volume, m3. 

3 RESULTS 
3.1 Simulated Building 
The simulated building is located in Beijing, China, which 
has four floors and dimension of 32.5 m×17.8 m×18.3 m 
(length×width×height). The layout of the third floor is 
shown in Figure 1. The maximum openable areas of 
exterior windows and doors on each floor are shown in 
Table 1. Natural ventilation rate in transition season (April 
and May) was simulated, during which time the outdoor 
temperature is lower than that indoor and natural 
ventilation is used for free cooling. 
3.2 Effects of Indoor Partitions 
Natural ventilation rate of each floor is simulated under 
actual building location situations and when the exterior 
windows and doors are opened to the maximum openable 
areas.  

Figure 1. Layout of 3rd floor. 

Orientation 
Type of 
window/ 

door 

Number 
of 

windows/
doors 

Max 
openabl
e angle 

Max 
openable 
area of 
each 

window/
door (m2) 

East Top-hung 
window 10 60° 0.26 

West Balcony 
door 1 90° 1.60 

South Casement 
window 2 90° 0.65 

North Casement 
window 2 90° 0.88 

Table 1. Maximum openable areas of exterior windows and 
doors on each floor 

CONTAMW models with or without indoor partitions are 
shown in Figures 2 and 3 (taking the first floor as an 
example). Changing the opening areas of inner doors on 
the partitions to fully open, half open and 1/4 open, the 
natural ventilation rate simulation results are shown in 
Figure 4 (air mixing rate: 100%). As shown in this figure, 
the influence of indoor partitioning on natural ventilation 
rate is related to the opening area of the partition. The 
smaller the opening area, the greater the flow resistance 
and the smaller the natural ventilation rate. When the 
opening area is large, for example, when the inner doors 
are opened at 90 degrees, the partition has little effect on 
natural ventilation rate. 
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Figure 2. CONTAMW model of 1st floor (without partition). 

 
Figure 3. CONTAMW model of 1st floor (with partition). 

 
Figure 4. Effects of indoor partitions on natural ventilation rates. 

3.3 Effects of Building Blockage in the Wind flow 
Direction 

Natural ventilation rate of each floor is simulated when 
there is no indoor partition and the exterior windows and 
doors are opened to the maximum openable areas.  
Wind pressure over the building envelop is simulated using 
PHOENICS under actual building location situations and 
when removing other buildings blocked on the south side 
(the wind flow direction). Results are shown in Figures 5 
and 6. As shown in these two figures, when removing the 
building blockage in the wind flow direction, the wind 
pressure over the building envelop significantly increases 
on every face.  
The natural ventilation rate simulation results when the 
building is blocked or not are illustrated in Figure 7. The 
natural ventilation rate is significantly improved when 
there is no building blockage in the incoming flow 
direction. Specifically, the natural ventilation rate on each 

floor is 8 – 36 % higher than that under actual building 
location situations. Notably, the lower the floor, the more 
the natural ventilation rate increases. 

 
Figure 5. Wind pressure over building envelop when blocked by 

other buildings in the wind flow direction (grid size: 
6m×6m×5m, KEMMK model). 

 
Figure 6. Wind pressure over building envelop when not 

blocked by other buildings in the wind flow direction (grid size: 
4m×5m×4m, KEMMK model). 

 
Figure 7. Effects of building blockage in the wind flow direction 

on natural ventilation rates. 

3.4 Effects of Effective Opening Area of Window/Door 
Natural ventilation rate of each floor is simulated under 
actual building location situations and without indoor 
partition. 
Changing the opening areas of exterior windows and doors 
to maximum openable area and half the maximum 
openable area, the natural ventilation rate simulation 
results are compared in Figure 8. When reducing the 
effective opening areas of exterior windows and doors, the 
natural ventilation rate significantly decreases. In our case, 
when the effective opening area is reduced by 50 %, the 
natural ventilation rate of each floor decreases by 40 – 53 
%. 
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Figure 8. Effects of effective opening area of window/door on 

natural ventilation rates. 
3.5 Verification Results 
The validation tests were conducted in the Conference 
Room on the 3rd floor (Figure 1). The CO2 decay and liner 
fitting of Test 1 is illustrated in Figure 9 as an example. The 
results of CO2 decay and CONTAMW simulation methods 
are compared in Table 2. The relative errors between the 
two methods are no more than 20 %, while the general 
simulation accuracy of natural ventilation is about 10 – 25 
%, which indicates that our simulation method is reliable 
[6]. 

 
Figure 9. CO2 decay and liner fitting of Test 1. 

Test number Test 1 Test 2 
Effective opening area (m2) 1.76 0.88 
Outdoor wind speed (m/s) 1.27 1.65 

Wind direction ENE NNE 
Indoor temperature (℃) 26.2 26.3 

Outdoor temperature (℃) 25.4 27.4 
Air change rate by tracer gas 

measurement (h-1) 1.86 1.81 

Air change rate by CONTAMW 
simulation (h-1) 1.50 1.56 

Relative error 19.5 % 14.0 % 
Table 2. Results of validation tests. 

4 CONCLUSION 
Simulation method is widely used in engineering to 
determine natural ventilation rates. However, in the 

practical application of airflow simulation software such as 
CONTAMW, there exist many simplifications for the 
actual conditions of simulated buildings. This study 
focuses on three of the commonly used simplifications and 
analyses their effects on simulation results. In addition, for 
rigorousness, tracer gas decay method is used to verify the 
reliability of CONTAMW simulation. The relative error 
between results of tracer gas measurement and 
CONTAMW simulation is within 20%, which proves that 
our simulation is accurate and reliable. 
According to this study, in the practical application of 
CONTAMW, it is necessary to consider the influence of 
indoor partition, building blockage in the wind flow 
direction, and effective opening area of windows or doors. 
By simulation, the following conclusions are obtained: 
a) The existence of indoor partition will decrease natural 

ventilation rate; the smaller the opening area on the 
partition, the greater the flow resistance and the 
smaller the natural ventilation rate. 

b) The existence of building blockage in the wind flow 
direction will significantly decrease the wind pressure 
and thus decrease natural ventilation rate; the lower 
the floor, the greater the impact is. 

c) The reduction of the effective opening area of exterior 
windows or doors will also decrease natural 
ventilation rate. 

The above conclusions can be used as guidance for the use 
of airflow simulation software such as CONTAMW. 
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ABSTRACT 
Using natural ventilation instead of mechanical building 
systems to regulate indoor climate can reduce energy 
consumption while increasing human well-being. The 
feasibility of natural ventilation depends on outdoor climate 
conditions as well as the physical and architectural properties 
of a building. Based on the observation that institutional 
buildings are rarely occupied to full capacity, this paper 
proposes a building operation paradigm aimed at increasing 
the feasibility of natural ventilation. We introduce the 
concept of adaptive occupancy scheduling, a prescriptive 
system that allocates occupants in real time to populate only 
the most environmentally suitable spaces at all times. We 
exemplify this paradigm in a school design study, in which a 
fixed room schedule is replaced by a sensor network that 
assigns classes to classrooms with appropriate microclimatic 
conditions on-the-go. Our initial results indicate that a higher 
local architectural diversity generally increases comfort in 
free-running mode. 
Author Keywords 
Adaptive occupancy; thermal comfort; school design; 
campus design; building simulation; ESD; spatial 
efficiency; computational design. 

1 INTRODUCTION 
1.1 Background 
Occupancy, and therefore spatial redundancy, fluctuates in 
time. 40% of the schools analyzed in [13] were in use 
approximately 2200h per year, while [11] reported that US 
school buildings have historically operated for only 30 
percent of available daylight hours. Educational and office 
buildings incur peak times of maximum occupancy, leaving 
the building only partially occupied at other times. [13] 
observed large discrepancies between Finnish school 
buildings, with available floor area per child ranging from 5 
to 35m2. While the literature on school building occupancy 
is scarce, there exist numerous analyses of occupancy 
patterns in office spaces. The increasing incurrence of 
flexible work hours in firms has caused a widening of the 

range of operational hours per day, often reducing peak 
occupancy to only 50-70% [7]. The abovementioned figures 
suggest that spatial efficiency is not, and arguably should 
not, be the primary driver of architectural design decisions. 
People seem to welcome procurements of space that go 
beyond minimum requirements, even if it comes at a cost. 
This is exemplified by WeWork’s research team, who 
reported that their co-working space users tend to book 
meeting rooms with higher capacities than the number of 
attendees, despite the higher rates that this incurs [3].  

Victoria currently has 900,000 primary and secondary school 
students, a number predicted to rise 10% by 2022 [15]. 
Although there appear to be no Australian building codes 
specifying minimum spatial requirements for classrooms, the 
answer to the strong influx of school students cannot be to 
simply rationalize space; overcrowded classrooms are likely 
to have direct and indirect impacts on the type and quality of 
education provided [1]. An appropriate level of occupancy is 
crucial for the comfort, safety and cost of a building – for 
construction as well as operation – and affects various 
stakeholders [2]. The building sector’s CO2 emissions are 
contributed mostly throughout operational phases [9]. This is 
mainly due to the use of HVAC systems and indicates an 
opportunity to save considerable operational costs by 
minimizing their use. Though spatial efficiency tends to 
lower the heating energy consumption per person [13], it 
requires additional efforts to maintain indoor air quality for 
productivity and health reasons [6]. A Grattan Institute report 
[16] revealed that wholesale electricity prices have more than 
doubled across Australia’s National Electricity Market since 
2015, indicating that operational costs of buildings may 
become a more crucial factor for consideration in future 
architectural decision.  

Environmentally sustainable design (ESD) approaches 
generally begin with an assessment of the local climate in 
which the future building will be located. Climate zone 
classifications serve as guidelines for the choice of geometry 
and building materials. Typically, local climate varies 
considerably over the course of a year or day, therefore 
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buildings are designed to be trade-offs that perform with 
time-varying degrees of efficiency. To optimize 
environmental qualities within buildings, designers 
introduce both non-energy-consuming measures such as 
windows and blinds, as well as energy-consuming measures 
including mechanical ventilation, heating systems and air-
conditioning. Decades of comfort research have shown that 
where possible, non-mechanical means of temperature 
regulation have a substantial positive effect both on energy 
expenditure and human well-being [4, 12]. 
1.2 Objective 
This paper explores the potential of adaptive occupancy, that 
is, the optimized selective use of spaces in response to 
seasonal and diurnal climatic variation. It is analyzed as a 
way to increase overall thermal comfort, hence reducing 
energy consumption through the use of mechanical heating 
and cooling. The study takes the case of a K-12 year school 
in the temperate warm climate of Melbourne, Australia with 
an assumed average occupancy rate of approximately 70%. 
The experimental methodology engages digital modelling 
and simulation with optimization approaches to provide a 
generalized proof of concept. This experimental approach 
comprises three sub studies: 

a) Parameter study (Section 2.1) to determine spatial 
modules with high thermal comfort performance in free-
running mode, for various analysis periods. 

b) Programming study (section 2.2) to determine 
configurations of modules that maximize comfort 
performance by utilizing adaptive occupancy scheduling. 

c) Layout study (section 2.3), entailing environmental 
simulations for two of the above configurations, by 
placing modules in actual spatial context to one another 
and allowing neighboring effects to occur. 

This paper suggests a method of providing thermal comfort 
throughout larger periods of the year without the use of 
mechanical systems, by designing for spatial redundancies in 
buildings to offset the energy use and make for more pleasant 
environments. We introduce the idea of adaptive occupancy 
scheduling; that is, at sub-maximal building occupancy, 
room allocation is prescribed on-the-go by an environmental 
sensor network that assigns occupants to the currently most 
suitable locations at any given time. In a proof-of-concept 
design study for a school building, instead of providing a 
‘one size fits all’ building typology, we suggest a campus 
consisting of multiple building types, thereby offering a 
larger range of microclimatic conditions, as a way of 
maximally exploiting the anticipated benefits of adaptive 
occupancy scheduling. We outline our design workflow for 
a school in the climate of Melbourne, Australia, present 
initial results and contemplate their implications. 

2 METHODS 
Implication of Adaptive Occupancy 
When not taking adaptive occupancy into account, 
optimizing a building design for thermal comfort is, as it 
were, straightforward: various designs are simulated with 
predefined occupancy patterns, and the variation where 
comfortable conditions are met for the largest portion of time 
is chosen. The winning design solution is the one that 
presents the best tradeoff throughout the entire year. If, 
however, we assumed that the building will not be occupied 
to full capacity, and that the occupants can be shifted 
throughout the available spaces according to time-varying 
microclimate fluctuations, it is possible that this would result 
in a different optimal design solution. In particular, this 
might generate a design that maximizes microclimatic 
diversity, such that at all times of the year, there are always 
at least some spaces capable of providing comfortable 
conditions. The goal of this paper is to provide a framework 
with which to optimize a design with adaptive occupancy in 
mind and, in the scope of an initial design study, to explore 
to which extent adaptive occupancy scheduling could 
increase the comfort performance of a building. 
General assumptions 
We limited the number of design variables in this study by 
making several general decisions and assumptions. The 
study focused on school buildings, simulated for the climate 
of Melbourne, Australia. We exclusively considered 
classrooms and no other programmatic entities of a school 
building. To simplify the study, teaching spaces were 
conceived as a small, solitary building (which we refer to as 
‘modules’), each containing a single classroom with a single 
window. The result is a campus-like typology with building 
sizes reminiscent of portable classrooms common for 
Victoria. We assumed afterschool utilization, and therefore 
simulated the school campus to be operated from 9am to 
6pm; for simplicity, each lesson was assumed to last 1h, each 
starting on the hour. Recess times were not considered. 

 
Figure 1. Definitions: In this paper, each classroom was conceived 
as a solitary building we call “module”. “Programming” involves 
specifying quantities of module types to be present on a campus, 

prior to defining their locations on site (i.e., “layout”). 

Workflow and Software 
We used the Rhinoceros 3D modelling software, along with 
its algorithmic modelling plugin Grasshopper, to set the 
parameters of building geometries and automate their 
generation. Environmental simulations were conducted 
using the Grasshopper add-ons Ladybug and Honeybee, 
which serve as user-friendly interfaces to trigger EnergyPlus 
simulations in the background. Grasshopper’s Colibri add-
on was used to conduct the parameter study. The results were 
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analyzed in a separate Python script to identify high 
performing modules. Our adaptive occupancy scheduling 
algorithm was written as a custom GHPython component for 
Grasshopper. Finally, we conducted evolutionary 
optimization for the programming study using 
Grasshopper’s plugin Octopus. 

 
Figure 2. Workflow diagram. 

Comfort score 
In all three studies, the central performance metric was 
thermal comfort. Since our goal was to increase natural 
ventilation, we used adaptive thermal comfort theory to 
establish optimal indoor temperatures, and compared these 
to the actual indoor temperatures as measured by EnergyPlus 
building simulations. As in [12], we considered deviations 
up to 2K as comfortable conditions, and thereby a region of 
low likelihood that occupants would use additional energy 
consuming cooling or heating measures. According to the 
adaptive thermal comfort theory, humans’ desired indoor 
temperatures in free-running (i.e., not air-conditioned) 
buildings are driven by outdoor temperatures [4]. As is 
recommended in [12], we determined design temperatures 
using a one-month time-weighted running mean outdoor air 
temperature, expressed in the following formula: 

Trm = (1-α){Tt-1 + αTt-2 + … + α²Tt-744},   (1) 

where Trm is the weighted running mean outdoor 
temperature, Tn is the outdoor temperature at a given time-
step, t is the current time-step and α is a variable determining 
the decay of importance of past hours; here, the commonly 
used value of 0.8 was applied as in [12]. Design temperatures 

could then be determined by inserting the Trm values into 
the adaptive thermal comfort model [4]. 

Td = m*Trm + b       (2) 

where Td is the design temperature, the linear slope is m = 
0.31 and the intercept is b = 17.8 [4]. In this study, the fact 
that the adaptive comfort model does not apply to outdoor 
temperatures beyond the domain of 10°C to 33.5°C was not 
considered, however this case rarely occurred during the 
analyzed time periods. As in [12], we considered deviations 
of indoor temperature to comfort temperature of up to 2K as 
comfortable conditions, and thereby a region of low 
likelihood that occupants would use additional energy 
consuming cooling or heating measures: 

Tdev = |Ti - Td|      (3) 

Where Tdev is the deviation of the indoor temperature (Ti) 
from the design temperature (Td). To analyze comfort 
performance over predefined time frames, we calculated the 
average Tdev in this time frame. 
2.1 Parameter Study 
We conducted a parameter study to explore the 
environmental performances of various architectural spaces 
for school usage in Melbourne, Australia. We refer to each 
design variation as a module (figure 1). 
Assumptions 
To simplify the study, all designs were conceived as small, 
solitary buildings, each containing a single classroom with a 
single window. The EnergyPlus ‘Secondary School’ 
schedules were applied through Honeybee; however, the 
occupancy, lighting and equipment schedules were 
simplified and overridden to be active every day of the year 
between 9am and 6pm, assuming that the buildings would be 
used for afterschool activities. The ‘Secondary School’ 
schedule assumes 0.25 occupants per square meter in 
classrooms. The average Victorian classroom size is 21 
students for primary and 22 students for secondary schools 
[15]. For this study, we assumed 23 people including a 
teacher, amounting to 92m2 floor area per module. We 
predefined the dimensions of all modules to be 11.5m length 
by 8m width by 3m height, excluding an additional 2m 
height for modules with slanted roofs. The buildings were 
modelled as not air-conditioned and with default building 
materials. For natural ventilation via windows or stack effect 
we set a minimum indoor air temperature of 26 °C, in line 
with the EN 15251:2007 recommended summer setpoint for 
indoor operative temperatures. Finally, we defined 50% of 
window surfaces to be operable, which corresponds to 
sliding windows common for Australia. The examined 
variables of the parameter study (figure 3) included 
orientation (either north-south or east-west); window 
location (by cardinal direction); glazing fraction (30, 45 or 
60%); shading type (either no shading, a single overhang, or 
horizontal or vertical fins); and roof type (either flat or 
slanted towards one of the cardinal directions) in; these led 
to a total of 480 possible parameter combinations.  
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Figure 3. Module parameters. 

Evaluation 
The goal of the parameter study was to identify high 
performing modules in terms of thermal comfort. When 
optimizing a building for environmental metrics, the length 
of the analysis period plays a crucial role; the smaller the 
analysis period, the more performative a solution can be 
found for this narrow time frame. The larger the analysis 
period is, the less likely it is to find a solution that performs 
exceptionally all the time, since it is subject to a larger 
variation of input conditions; the solution increasingly 
becomes a tradeoff. With these considerations in mind, how 
might one go about picking modules as building blocks for a 
campus design? We explored 4 strategies; this resulted in 20 
‘winner’ modules in total, each of which had the best comfort 
performance for specified analysis periods: 

a) Baseline: Only use the overall best performing module. 
This corresponds to the conventional intuition of 
environmentally optimizing a building, which is to find 
the best tradeoff solution considering the entirety of 
operable hours.  

b) By Time of Day (TOD): Divide the operable hours into 
3 analysis periods, namely morning (9am-12pm), 
afternoon (12pm-3pm) and evening (3pm-6pm), and find 
the best design for each category. 

c) By Season: Divide the operable hours by season and 
choose the 4 best designs for each one. 

d) By TOD+Season: As a more granular method, combine 
the above categories. This results in 12 ‘winner’ modules, 
each respectively performing best during ‘summer 
mornings’, ‘summer afternoons’, etc. 

2.2 Programming Study 
The goal of the programming study was to determine how to 
combine the ‘winner’ modules from the Parameter Study 

(section 2.1) to form a campus that makes most use of the 
advantages of adaptive occupancy scheduling.  

Assumptions 
At this stage, neighboring effects were not taken into 
account. This corresponded to assuming that all buildings 
were placed at a distance to one another that is large enough 
to discount the effects of overshadowing and reflection. It 
must also be noted that dynamic effects were not considered. 
That is, we used the simulation results from the Parameter 
Study (section 2.1), which assumed full occupancy for all 
operational hours. However, a classroom that is vacated for 
a certain time period can be expected to change its 
microclimate, in particular to cool down, thereby possibly 
making it more suitable for occupancy in the following hour. 
To fully take into account this effect would require a 
dynamic energy simulation. 

In this study, we assumed 70% of available rooms on campus 
to be occupied at any given time during opening hours. For 
comparability, we chose to use a consistent number of 
modules for each campus design variation, and assumed 48 
classrooms per school due to its convenient divisibility by 3, 
4 and 12. 
Strategies 
The conventional intuition when optimizing a building for 
environmental performance is to find the best tradeoff 
solution considering the entirety of operated hours. Without 
designing for adaptive occupancy scheduling, and not taking 
into account the neighboring effects of the modules, the most 
performative programming based on the available modules 
would be to only use the overall best performing module. We 
therefore chose this as a baseline scenario. 

However, when taking adaptive occupancy into account, a 
different strategy is to choose modules that are ‘specialized’ 
to perform well for complementary time frames. Here, we 
distinguish three approaches with varying granularity:  

• Time Of Day (TOD) approach: The campus consists of the 
3 module types that perform best during mornings, 
afternoons and evenings, respectively 

• Season approach: The campus consists of the 4 module 
types that perform best during summer, autumn, winter 
and spring, respectively  

• TOD+Season approach: The campus consists of the 3 
module types that perform best during summer mornings, 
summer afternoons, etc., respectively 

Furthermore, we distinguished two scenarios to determine 
how many of each module to use: 

• Equal amounts: For each above approach, the same 
numbers of each available module is used. That is, 16 each 
for the TOD approach, 12 each for the Season approach, 
and 4 each for the TOD+Season approach 
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• Comfort optimized: Evolutionary optimization is used to 
determine the optimal numbers of each available module 
type to use within each approach 

Simulation 
We created a custom GHPython component for Grasshopper 
that identifies the best performing modules on campus for 
each time step. In our case, it determined around 70% of 
modules that deviate least from the design temperature. We 
used the Octopus plugin for Grasshopper to optimize the 
amounts of each module used. 
2.3 Layout Study 
The Programming Study in the previous section aimed at 
finding module configurations that maximized the number of 
operational hours in which classes could be held on a school 
campus in comfortable thermal conditions, without the use 
of mechanical systems. A ‘configuration’ in this case only 
indicated which modules to use and how many of each, 
without specifying their spatial relationships to one another, 
thereby discounting environmental effects that neighboring 
buildings may have on one another (i.e. over-shadowing and 
reflection).  
Layouting Schemes 
The final Layout Study aimed precisely to explore the effects 
that overshadowing and reflection may have when 
specifying the geometric context. We chose two 
configurations from the programming study, namely, the 
baseline case and the best performing comfort optimized 
configuration. We arranged both room programs into 4 
distinct floor plan schemes (figure 4). We chose layout 
concepts that we found likely to be explored in an equivalent 
design project in practice. 

 
Figure 4. Analyzed layout schemes, to be used both with the 
baseline case programming and the best performing comfort 

optimized configuration of modules. 

Simulation 
An EnergyPlus simulation was run through the Honeybee 
interface for each layout. As was the case for the 
Programming Study (section 2.2), at each time step, the 
model documents the modules on site that lie within the top 
70 percentiles in terms of comfort, and assigns these spaces 
as being occupied. 

3 RESULTS 
The design study described in this paper consists of three 
sub-studies: Parameter study (Section 2.1), Programming 
study (section 2.2) and Layout study (section 2.3). Similar to 
our methods section, we hereafter describe the results for 
each sub-study separately. 
3.1 Parameter Study 

 
Figure 5. Occurrences of features within the best comfort 

performing modules from the parameter study. 

 
Figure 6. Best comfort performing modules from the parameter 

study, categorized by various analysis periods. 
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In the parameter study, we ran year-round environmental 
analyses for a total of 480 modules. Out of these, we selected 
20 of the best performing modules, categorized by various 
analysis periods in which they excelled. Only these 20 
resulting modules were considered in the proceeding studies. 
The histograms in figure 6 show the occurrences of each 
feature in the set of winner modules. The dominating 
variable choices were east-west oriented with south facing 
windows and low glazing fraction. Each winner module had 
a shading element. Roof types were selected in similar 
numbers between flat, north and east facing (figures 5 and 
6). Several modules ended up with the same phenotype. 
3.2 Programming Study 
The goal of the programming study was to explore various 
combinations of modules on a fictitious school campus in 
terms of comfort performance. The Overall module in figure 
6 was the one that performed best when taking the entire year 
into account. As a baseline configuration, we simulated a 
campus consisting only of this module. Figure 7 shows out 
of 111,690 occupied hours (3285h per year * 34 classrooms), 
74,358 were within comfortable range. The other variations 
were evaluated by comparing their improvement in terms of 
this hour number.  

 
Figure 7. Performance of the baseline case. 

Figure 8 shows that the “equal amounts” approach resulted 
in slightly better comfort performances in the TOD case, and 
substantial improvements in the two other cases. The pie 
charts indicate how much each module type was utilized 
throughout the operational hours; here, modules were used 
in similar ratios. In the last step, we allowed an evolutionary 
algorithm to optimize the numbers of each available module 
to use. Figure 9 shows that in each case, this led to a 
performance increase when compared to using equal 
numbers of modules (figure 8). Now, all cases faired 
considerably better than their Equal Amounts counterparts, 
essentially quadrupling the added comfortable hours in the 
TOD case while doubling the already large benefits of the 
other two cases. The winning case by a small margin was 
TOD+Season. The numbers of modules used turned out to 
be unintuitively variant, and in some cases excluded the use 
of module types entirely. 

 
Figure 8. Adaptive occupancy simulation using equal amounts of 

each module. 

 
Figure 9. Adaptive occupancy simulation using optimized numbers 

of each module. 

3.3 Layout Study 
Contrary to our initial expectation, all simulated layouts 
resulted in comfort score improvements, and all layouts 
performed better than their counterparts from the 
programming study (figure 11). We suspect that the reason 
for this is that comfort inhibition was mainly due to 
overheating, and that the overshadowing from neighboring 
modules generally had a positive influence on reducing this. 
This is supported by the utilization profiles; especially the 
Compact baseline layout shows how modules located at the 
edges were disfavored. For each layout scheme, the comfort 
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optimized configuration of modules outperformed its 
baseline counterpart, almost doubling it in each case. The 
best performance overall was observed for the Compact 
layout of the comfort optimized case. 

 
Figure 10. Comfort improvements of each programming case in 

relation to the baseline case. 

 
Figure 11. Comfort score for various design layouts, both for the 

baseline case and the comfort optimized configuration. 

4 DISCUSSION 
4.1 Building Capacity 
Our design study is based on the premise that buildings are 
usually not occupied to capacity. Therefore, offering a range 
of microclimates through different building typologies is 
suggested as a potential method of maximizing the range of 
hours where comfortable conditions can be met without the 
use of mechanical systems. To fully investigate the 
feasibility of this concept requires a more in-depth analysis 

of occupancy patterns in schools. One implication of the 
digital age is a higher demand for customizability. For school 
operation, this trend may bring with it a future increase in 
customizable enrolment procedures and individual lesson 
plans, leading to a decrease in predictability of occupancy 
patterns. Exploiting the benefits of adaptive occupancy 
scheduling may on the one hand be achieved by optimizing 
the operation of existing buildings with redundancies, on the 
other hand by investing in spatial redundancies in the 
planning process of new buildings. The benefits of doing so 
must be carefully balanced against the initial investment.  
Environmental optimization usually constitutes only one of 
many criteria that need to be considered in the building 
design process. While its importance should not be 
overestimated in comparison to other design factors, this 
study has illuminated potentials for environmental 
considerations to diversify and possibly benefit the building 
functionality and user experience. However, we propose this 
method not necessarily as a primary driver for design 
decisions, but rather as a subtle way of increasing comfort 
and energy efficiency when the opportunity presents itself. 
4.2 Implications for Design and Operation 
“Blue is the most restful color, but no one would argue for a 
monochromatic world.” Lisa Heschong [8] used this analogy 
to question the notion of an ‘optimal’ temperature which 
modern building technology attempts to maintain uniformly 
in space and time. Instead, she advocates allowing a range of 
natural microclimates to occur in order to prevent a 
phenomenon known as ‘thermal boredom’ [10]. Indeed, 
thermal comfort research has long demonstrated that 
allowing occupants a connection to outdoor climates through 
free-running building concepts increases well-being and the 
range of conditions that are experienced as comfortable [12]. 
Heschong advocates for architectural expression as a means 
of enhancing the human experience of buildings and 
increasing their environmental awareness. Our study 
supports this notion by indicating that comfort through 
natural means can be extended using greater local 
architectural diversity. This concept requires classrooms to 
be adaptable for a spectrum of teaching modes and subjects. 
Flexibility is a property that is already recommended in 
school architecture recommendations by the Department for 
Education and Training [14], who predict the traditional 
classroom setup of desk rows to be superseded in future by a 
more varied space usage. One suggestion includes installing 
multi-functional, movable interior elements. Another aspect 
of current and predicted school evolution is an upswing in 
digitization. Increasingly, personal electronic devices such as 
laptops and tablets are integrated into everyday school life. 
While the opportunities and risks of introducing such 
technologies into education are part of a contentious debate 
among parents, politicians, teachers and school directors, we 
are tempted to interpret it as an indicator of an inevitable 
development towards a more networked and technology 
infused school infrastructure. This would facilitate the 
integration of data-driven operational methods such as the 
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one we have proposed in this paper, and would solve some 
considerations that come with it. For example, our method 
raises the question of how the students would be notified of 
where their next class is taking place; an issue that could be 
solved through notifications on personal devices. Similarly, 
using devices would reduce the need for physical textbooks, 
thereby facilitating the utilization of a single classroom for 
multiple subjects, without constantly having to shift learning 
materials throughout the campus.  
4.3 Limitations and Further Research 
The current study did not take the dynamic effects into 
account that would occur in spaces that are intermittently 
unoccupied, instead considering only the simulation outputs 
with fully occupied spaces. Furthermore, we simplified the 
comfort analysis by merely recording the percentage of hours 
within comfortable range, not the extent to which it deviated. 
The extent may affect energy expenditure when mechanical 
systems are used, an evaluation metric to be explored in 
future. We intend to extend the geometric diversity of the 
study to include buildings with multiple rooms and floors, 
since the current study is limited in that each space is a 
separate building. Finally, this paper raises general questions 
about space efficiency at schools, which may be addressed 
by combining the adaptive occupancy method with existing 
classroom assignment algorithms [e.g. 5]. 
5 CONCLUSION 
Based on the observation that buildings are rarely occupied 
to full capacity, we have suggested an operation mode that 
dynamically prescribes occupancy schedules according to 
microclimate variations measured by sensor networks, in 
order to adapt the utilization of spaces to maximize comfort 
and energy efficiency. Since this suggests designing 
buildings with varying typologies to offer a spectrum of 
microclimate conditions for different times of day and year, 
we conducted a design study to determine ideal building 
configurations for a school campus in the climate of 
Melbourne, Australia. Our methods included a range of 
workflows and tools, from algorithmic modelling in 
architectural software to brute force parameter studies, novel 
data visualization and evolutionary optimization. Our initial 
results indicate that, if adaptive occupancy is allowed, a 
higher degree of local architectural diversity increases 
comfort and decreases the need for mechanical systems. 
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ABSTRACT
In recent years, simulation has been used to investigate
building-occupant relations while focusing on pedestrian
movement, day-to-day occupancy, and energy use. Most
of these efforts employ discrete-time simulation, where
building and occupant properties are constantly updated at
fixed time steps to reflect building and occupant dynam-
ics. Real-world occupant behavior, however, involves a va-
riety of decision-making patterns that unfold over different
time scales and are often triggered by discrete events rather
than gradual change. In working toward a platform sup-
porting the full range of human activities in buildings, we
embed a discrete-time occupant movement simulator called
SteerSuite within a general-purpose discrete-event simula-
tion framework called SyDEVS. With preexisting SteerSuite
functions providing low-level steering behavior, and newly
implemented SyDEVS nodes providing high-level planning
behavior, our prototype represents a multi-level and multi-
paradigm approach to occupant simulation for building de-
sign applications.

Author Keywords
Multi-Paradigm Simulation; Discrete-Event; Building
Occupants; Multi-Level Decision-Making; Discrete-Time.

ACM Classification Keywords
I.6.3 SIMULATION AND MODELING : Applications; I.6.5
SIMULATION AND MODELING : Model Development;
I.6.8 SIMULATION AND MODELING : Types of Simula-
tion; J.6 COMPUTER-AIDED ENGINEERING: .

1 INTRODUCTION
Predicting and analyzing the mutual relationship between a
building design and the behavior of its occupants is a com-
plex task. In architectural design, architects often use their
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knowledge and intuition to foresee how a building will impact
the movement and activities of its occupants and vice versa.
Complete reliance on intuition, however, can bring about a
discrepancy between expected occupant behavior and the be-
havior that actually occurs when the designed environment is
built. In some cases, unanticipated behavior can lead to inef-
ficient layouts, occupant dissatisfaction, and wasted energy.

In recent years, simulation methods have been developed to
help designers foresee and analyze building-human interac-
tions during the design phase, and thus identify and address
design issues before a building is constructed and inhabited.
Occupant behavior models developed for building perfor-
mance simulations (BPS) try to predict how occupants’ pres-
ence and actions affect, and are affected by, various building
systems including heating, ventilation and air-conditioning
[28, 14]. Other approaches—some of which stem from com-
puter graphics research—focus on pedestrian movement in
emergency and normal operating scenarios [3, 23], as well as
day-to-day activities specific to offices [7], universities [22],
and hospitals [21].

In most approaches, time advances at discrete time steps.
This method is well-suited to approximate the behavior of
continuous variables such as the temperature of a building or
the movement of an occupant in a space. However, some oc-
cupant actions, such as the decision to open a window or to
follow a specific route while navigating a built environment,
take place at irregular time intervals. These actions are most
naturally modeled with a discrete-event approach. Using a
discrete-time approach for event-driven actions has a number
of disadvantages: (a) some time precision may be lost, since
event times may not align with the prescribed time step; (b)
some calculations may be redundant, since decisions may end
up being evaluated at every time step rather than when neces-
sary; and (c) the integration of multiple models may become
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more difficult, since no one time step is optimal for all solvers
[10, 20].

To address these issues, we prototype a multi-level and multi-
paradigm approach that couples a discrete-event framework
based on the Discrete Event System Specification (DEVS)
formalism with a discrete-time simulator. The DEVS frame-
work we use is SyDEVS, an open source C++ library featur-
ing base classes from which modelers can derive nodes repre-
senting systems and processes in essentially any domain. To
demonstrate the type of model composition we envision for
occupant-building simulations, we prototype a set of nodes
representing building thermodynamics, human comfort, and
high-level occupant decisions. The discrete-time simulator is
SteerSuite [23], an established crowd simulator. The objec-
tive of combining these libraries is to provide a holistic, mod-
ular, and extensible model of building occupancy that covers
multiple domains and captures behavioral patterns unfolding
at different time scales.

Compared with prior work [9], our approach includes a multi-
level representation of occupant behavior which accounts
for the following: (a) higher-level discrete-event decision-
making (e.g. defining an agent’s movement target) that occurs
when specific conditions (events) are triggered (e.g. when
the agent’s comfort threshold is surpassed); (b) lower-level
discrete-time representations of phenomena that vary contin-
uously over time, including a building’s physical properties
(e.g. temperature) and occupant movement, which is influ-
enced by the built environment as well as the dynamic pres-
ence and movement of other agents’ in the same space.

The demonstrated multi-level and multi-paradigm approach
holds promise to enable architects and engineers to integrate
independent simulation methods into a shared platform to an-
alyze how a building design will affect its future occupants,
how the occupants will affect the building, and ultimately
how the overall system will impact the natural environment.

The paper is organized as follows. First, we review exist-
ing building occupant modeling and simulation approaches.
Then, we introduce our multi-paradigm and multi-level proto-
type. Next, we demonstrate our approach using a case study.
Finally, we draw our conclusions and outline the benefits and
limitations of our approach.

2 APPROACHES FOR OCCUPANT SIMULATION
One of the most important challenges that architects, engi-
neers, and building owners face when designing a building is
to foresee and analyze the mutual relations between a built en-
vironment and the movement and activities of its occupants.
This is a complicated task, due to the dynamic, stochastic,
and context-dependent nature of human behavior, which both
affects and is affected by the built environment as well as the
presence and behaviors of other occupants.

To address this challenge, a plethora of simulation methods
have been developed in recent years to investigate different
aspects of building-occupant interactions. These methods can
be classified in a number of ways, including by level of ab-
straction and by modeling paradigm. We observe three com-
monly used levels of abstraction: aggregate, planning, and

steering. Aggregate models track the utilization of various
spaces, but do not represent individual occupants. Planning
models track individual occupants, but only capture the high-
level decisions that govern which spaces occupants inhabit,
which routes they take, and what actions they perform with
some degree of deliberation. Steering models also track in-
dividuals, but focus on detailed movement and capture low-
level decisions such as where to step and how to avoid col-
lisions. Separate from these three levels are two paradigms:
discrete-time simulation and discrete-event simulation. The
discrete-time paradigm is the more common of the two, and
involves fixed time steps at which the state of the represented
system is updated. The discrete-event paradigm involves the
repeated advancement of time to the next event, generally re-
sulting in variable time steps [9].

Table 1 is a matrix that intersects the three observed levels
with both paradigms. This classification strategy creates six
categories, and the table lists the most prominent form of oc-
cupant simulation in each of them.

Discrete-Time Discrete-Event
Paradigm Paradigm

Aggregate Building-Centric Building-Centric
Level Hourly Profiles Survival Models

Planning Discrete-Time Discrete-Event
Level Markov Chains Multi-Agent Models

Steering Discrete-Time Discrete-Event
Level Crowd Simulation Movement Models

Table 1. Classification of occupant simulation methods.
Highlighted cells indicate the approaches used in this work.

Among the simplest occupancy models are what we refer to
as building-centric hourly profiles. With this method, var-
ious spaces in a building are each assigned a profile giv-
ing the expected number occupants for each hour of the
day. The most prominent examples are the profiles provided
by ASHRAE [1] and subsequent versions of Standard 90.1.
These models are nearly ubiquitous in energy modeling prac-
tice, though tools exist to instead employ more sophisticated
survival models and Markov Chains [8].

Survival models are loosely based on those that estimate the
lifetime of a specimen or entity. Building-centric survival
models can be used to simulate the time until the number of
occupants in a space changes. This research area began with
observations of single-person offices performed by Wang et
al. [27]. The more recent work of Parys et al. [20] is informed
by a number of preceding survival models in the building per-
formance simulation field.

Various works on discrete-time Markov Chains begin to intro-
duce the concept of tracking individual occupants into energy
modeling research. In these models, occupants’ transitions
from one state to another are based on probabilities, which
are examined at every time step. The model of Page et al.
[19] only recognized each occupant’s presence or absence in
a space. Wang et al. [26] use an enhanced version of the
method to track occupants from one space to another.

Discrete-event multi-agent models also track individual oc-
cupants as they move through a built environment, but each



171

occupant remains in its current state until the next event oc-
curs. There are no fixed time steps at which all occupants are
updated. Instead, occupants are treated asynchronously with
respect to simulated time. In an example by Goldstein et al.
[7], a gamma distribution is used to randomize the time each
occupant spends on each task before transitioning to a new
activity in a new location. The mathematics is similar to the
survival models described above, except that time durations
are calculated for each occupant instead of each space. Zim-
mermann [30] provides another example of occupants mod-
eled as agents with highly asynchronous behavior.

Discrete-time crowd simulations model the flow of pedestri-
ans through a built environment. A variety of techniques are
used to predict the dynamics of human behavior in crowd sit-
uations. Some of these techniques capture human movement
at a very fine level of abstraction; an example is the work of
Kapadia et al. [15], which accounts for individual footsteps.
Some works employ coarser approximations of the human
form, and strive to support large crowds [12]. The majority
of implementations employ fixed time steps, which simpli-
fies mechanisms for avoiding collisions. Crowd simulation is
used for design applications in industry [17].

Discrete-event movement models have been explored in a few
research efforts. Buss and Sánchez [2] provide a complete de-
scription of piecewise linear object movement where events
correspond with trajectory changes. Another simple exam-
ple of discrete-event movement arises when agents move at a
constant speed on a grid [5], as a diagonal step should take
roughly 40% longer than a step to an adjacent grid cell.

Not all research efforts involving occupant simulation fall
cleanly into any single one of the above categories. Schau-
mann et al. [21] investigate narrative-based modeling ap-
proaches where workplace procedures involving multiple lo-
cations and agents are modeled explicitly. In this work, the
choice between discrete time and discrete event is of sec-
ondary importance, as the greater challenge is how to specify
and recreate the complex collaborative activities that unfold
in process-driven facilities like hospitals and factories.

Our interest lies in the pursuit of complex yet scalable
occupant models that combine the above mentioned ap-
proaches. We focus on the integration of discrete-event
multi-agent models for high-level “planning” decisions, with
discrete-time crowd simulation models for low-level “steer-
ing”. This combination spans multiple abstraction levels and
both paradigms. There are various techniques for integrat-
ing different types of simulation models [4]. A popular one
is co-simulation, where multiple simulation engines are run
simultaneously and exchange information over time. A rele-
vant example of co-simulation is the occupant behavior mod-
eling tool by Hong et al. [13], which enables co-simulation
with building energy modeling software using a functional
mock-up interface (FMI). We adopt a more classic formal
modeling approach where models are implemented with a
common interface, allowing them to be combined hierarchi-
cally and coordinated by a single general-purpose simulator
[25]. Importantly, this classic approach does not preclude one
from making use of preexisting simulation code. In fact, the

multi-level and multi-paradigm aspects of our prototype are
achieved by integrating two independently developed simula-
tion libraries: the SyDEVS discrete-event framework and the
SteerSuite discrete-time crowd simulator. SyDEVS provides
the coordinating simulation engine and SteerSuite’s capabil-
ities made available by wrapping key parts of the API in a
SyDEVS node.

3 A DISCRETE-TIME AND DISCRETE-EVENT PLAT-
FORM FOR BUILDING OCCUPANT SIMULATION

We prototype a multi-level and multi-paradigm platform that
couples a discrete-event framework with a discrete-time sim-
ulator. High-level occupant decisions (e.g. the next location
to visit) are treated using a discrete-event approach, while
low-level behaviors (e.g. how to get to the chosen location)
are represented using the discrete-time paradigm. Both high-
level decisions and low level behaviors impact and are im-
pacted by dynamic environmental conditions, such as the cur-
rent temperature in the building. For example, occupants’
presence contributes to increased building heat. Excessive
heat, however, can cause other occupants to move to a differ-
ent location. A decrease in the number of agents in a room, in
turn, will likely lead to a gradual reduction in air temperature.

3.1 Conceptual framework
Figure 1 provides an overview of our conceptual framework.
Building data (e.g. building geometry and material proper-
ties) and occupant data (e.g. number of occupants, velocities,
and initial targets) are used as input for a simulation phase.
In this phase, a dynamic building status (e.g. temperature)
and an occupant status (e.g. thermal comfort) are updated
over time while accounting for their influence on one an-
other. Both statuses inform an occupant behavior calculation
system, which is composed of the following components. A
high-level discrete-event decision-making system determines
the next action that an occupant should perform (e.g. move to
a specific target). These high-level actions occur not at every
time step, but when a specific event occurs (e.g. the occu-
pant temperature is above a specific threshold). A low-level
discrete-time steering algorithm calculates an optimal path to
reach a chosen target while avoiding obstacles and account-
ing for the movement of other agents. Agent movement thus
affects the status of the building and the occupants which, in
turn, may trigger additional high-level decisions. The simu-
lation results can be visualized at discrete-time steps or when
the simulation is complete.

3.2 SyDEVS: A Discrete-Event simulation platform
The Discrete Event System Specification (DEVS) formalism
is a set of conventions for representing essentially any dis-
crete event system [29]. The rationale for using DEVS is
to support a modular and hierarchical approach to model de-
velopment while ensuring all time advancement patterns are
accommodated. There are a number of simulation frame-
works based on DEVS or one of its variants. The frame-
work we use is an open source C++ library called SyDEVS
(https://autodesk.github.io/sydevs/).

SyDEVS nodes can be of two types: function nodes or simu-
lation nodes (Figure 2). Function nodes are the basic type of
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Figure 1. Conceptual framework for a multi-level and multi-
paradigm occupant behavior simulation.

dataflow node. They represent a single function that handles
one flow event. This function reads a set of input values and
calculates a set of output values. Simulation nodes represent
behavior that unfolds over simulated time. They handle the
following types of events: Initialization Events are invoked
once at the beginning of the simulation; Unplanned Events
are invoked every time a message is received at unexpected
times; Planned Events are scheduled by the node; and Final-
ization Events are invoked once at the end of the simulation.

Simulation nodes can be Atomic, or can be organized in hier-
archical compositions. Collection nodes contain any number
of instances of an atomic node. Composite nodes contain net-
works (dataflow + DEVS + dataflow) of other nodes, which
can themselves be composite nodes, thus forming a hierarchy.

Different types of simulators can be encapsulated within
SyDEVS nodes to create modular, hierarchical and extensi-
ble data workflows that operate at different time scales. Be-
cause the framework employs a multiscale time representa-
tion [6], models requiring dramatically different levels of time
precision (e.g. seconds, days, femtoseconds) can be linked
together and allowed to interact.

3.3 SteerSuite: A Discrete-Time crowd simulator
SteerSuite is an open source C++ framework for crowd simu-
lations (http://steersuite.eecs.yorku.ca/). It simulates
multi-agent navigation and steering in built environments
while responding to the dynamic presence and movement of
other agents in space. SteerSuite includes the infrastructure
required by typical AI and steering algorithms (i.e. a simu-
lation engine, a spatial database, planning functionality and
classes to read and write simulation recordings). It thus fa-
cilitates the development of new steering algorithms or the

Figure 2. Node types in SyDEVS that can be combined into
larger, hierarchical node networks.

use of the following established steering approaches: (a) PPR
[23] combines reactions, predictions and planning in one sin-
gle framework, (b) ORCA [24] uses reciprocal velocity ob-
stacles for goal-directed collision avoidance, and (c) SF [11]
uses social forces for resolving collisions between interacting
agents in dense crowds. Additionally, SteerSuite visualizes
real-time or pre-recorded simulations in 3D environments,
and provides built-in modules to analyze the results with re-
spect to a set of customary or user-defined benchmarks.

3.4 Integrated platform
The proposed platform couples the functionality of SyDEVS
and SteerSuite to define an integrated framework for multi-
level and multi-paradigm occupant-behavior simulation.
While SyDEVS supports the modeling of potentially any
type of system, in this prototype we have created a spe-
cific node composition that demonstrates the multi-level and
multi-paradigm nature of the approach. Figure 3 shows an
overview of the platform using the SyDEVS notation [16].

The platform consists of a SyDEVS composite node that
contains the following data workflow. In an initialization
phase, a series of function nodes specify building-related and
occupant-related parameters including building geometry, ex-
ternal weather conditions, occupants’ initial goals, speed, and
direction, and a temperature threshold that, if passed, triggers
a high-level occupant decision about where to move next.

This data is used as input for a simulation phase, where
a combination of atomic nodes (connected by means of an
event messaging system) represent dynamic interactions be-
tween the occupants and the built environment they inhabit.
In this prototype, a “weather” node calculates the outdoor
temperature and communicates it to a “thermodynamics”
node, which calculates the indoor temperature, while ac-
counting for the occupants’ latent heat, modeled in the “heat
source” node. The indoor temperature is used to calculate
occupants’ comfort levels in a “comfort” node.

The temperature perceived by each occupant as well as a tem-
perature threshold defined for each occupant are input to a
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Figure 3. Simulation platform. Multiple SyDEVS nodes are organized into a hierarchical network to represent occupant behavior
using a multi-level and multi-paradigm approach.

high-level “occupant planning” node, which compares the oc-
cupant temperature with its tolerance threshold. If the thresh-
old is passed, the agent is assigned a movement target ran-
domly selected from a user-defined target list. While this
node could be modeled as a collection of individual deci-
sion making nodes (one for each occupant), in this prototype
we implemented a centralized decision-making node that de-
termines which action each occupant should perform. Even
though the first approach would enable each occupant to fea-
ture an independent decision node that is agnostic to the de-
cision of other agents, the second approach facilitates high-
level behavior coordination between multiple occupants, as
demonstrated in other multi-agent approaches [21].

The selected occupant’s movement target is then communi-
cated to an “occupant steering” node, which encapsulates
SteerSuite core functionality. This node calculates agents’
movement while accounting for obstacles as well as the pres-
ence and movement of other occupants. In this atomic node,
a discrete-time approach is used, since agents’ path must be
re-calculated at specific time steps to account for the dynamic
state of the world. The updated occupants’ positions are fed
back to the previous nodes, which can thus update the indoor
temperature and comfort levels, and check whether each oc-
cupant’s temperature threshold is passed.

A “building agent viz” node collects input from the “thermo-
dynamics” and “occupant steering” nodes to visualize occu-
pant movement and the building temperature over time using
SteerSuite functionality. In a finalization phase, simulation
data is analyzed to represent aggregated occupancy data in
the form of movement traces.

4 CASE STUDY
We apply the proposed platform to simulate the behavior of
several occupants in an office space. The building is popu-
lated by several occupants, each of which can either work at
his/her own desk, or participate in a group meeting. While
working, or during a meeting, the simulation monitors the
occupant temperature, which is calculated as a combination
of the external temperature and the occupants’ latent heat.
If the occupant’s temperature exceeds his/her own specified
threshold of tolerance, the occupant will execute a high-level
discrete-event decision to change his/her location. In this pro-
totype, we use a low-level discrete-time social force model to
calculate agents’ steering, although other approaches are sup-
ported as well (as mentioned in Section 3.3). In this study, we
do not account for occupants’ abilities to operate other build-
ing systems (e.g. HVAC or windows). However, the proposed
framework supports the prototyping of additional nodes that
could handle such operations.
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(a) Snapshot at T64 (b) Snapshot at T98 (c) Snapshot at T154 (d) Snapshot at T238

Figure 4. Preliminary study in an abstract office space. A number of occupants are directed either to their desks or to a meeting
room (T64). Due to their latent heat, the indoor temperature increases (T98). If the temperature reaches an occupant-defined
threshold, the occupant leaves the room (T154). The indoor temperature decreases in the meeting room and it increases in the
newly occupied spaces (T238)

(a) Snapshot at T25 (b) Snapshot at T117

(c) Snapshot at T206 (d) Snapshot at T356

Figure 5. Study in an office building, where (E) are the elevators, (M) are the meeting rooms, (R) are the restrooms, and (S)
is a social area. 70 occupants are directed either to their desks or to a series of meeting rooms (T25). The indoor temperature
increases due to agents’ presence and weather conditions (T117). When the indoor temperature reaches an occupant-defined
threshold, the occupant is directed either to his/her desk, a social area, or the restrooms (T206). The indoor temperature changes
due to occupants’ movement to a different location (T356).

Figure 4 shows a preliminary study in an abstract office space.
Building occupants are represented in blue, while the current
indoor temperature is displayed using different intensities of
red (the higher the temperature, the more intense the red). In
Figure 4a, the occupants are moving towards their desk or the

meeting room. In Figure 4b, a temperature heat map reveals
increased indoor temperature in the meeting room. In Figure
4c, some of the occupants leave the room since the current
indoor temperature is higher than their threshold of tolerance.
In Figure 4d, more occupants leave the meeting room causing
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Figure 6. Analysis of occupants’ trajectories.

decreased temperature in the room and increased temperature
in the newly occupied spaces.

Figure 5 shows a simulation study in a larger office build-
ing, populated by 70 occupants that behave in a similar fash-
ion compared to the preliminary study. Some of the occu-
pants go to their desks, while others gather in different meet-
ing rooms. When the occupants’ temperature threshold is
surpassed, the agents are directed either to a randomly se-
lected targets such as their desks, the restroom, or a social
space. Figure 6 displays the aggregated occupants’ move-
ment trajectories. A simulation video can be found here:
(https://youtu.be/AgTu6iHD-jc)

Implementation Details. The building model has been gen-
erated in Autodesk Revit, an established BIM tool. The build-
ing walls and desks have been exported as XML files using
a custom-made exporter. Other building information, such as
the weather data as well as wall resistance to heat has been
encoded directly into SyDEVS. The initial agents’ targets,
velocities, orientation and initial positions have also been de-
fined using an XML format and imported into SyDEVS. The
visualization of agents’ movement and path trajectories has
been calculated using SteerSuite.

5 CONCLUSION AND DISCUSSION
The paper introduces initial steps toward a multi-level and
multi-paradigm platform for occupant behavior simulation.
Our goal is to develop a computational framework that
benefits from the advantages of discrete-time and discrete-
event representations to capture a wide spectrum of building-
occupant interactions that ultimately affect the natural envi-
ronment. Such an integrated approach would be beneficial
since, at a macro level, it could describe the discrete-event
decision-making of individual occupants in response to spe-
cific environmental changes (e.g. when the indoor tempera-
ture reaches a certain threshold) as well as various aspects of
the building dynamics. At a micro level, instead, it will be
possible to simulate more mundane agents interaction such
as movement and obstacle avoidance, which must incorpo-
rate constant updates at regular time steps to account for the
continuous changes of the state of the world (e.g. the varying
position of other agents in a space).

More broadly, our platform enables the simulation of the
mutual interactions between building systems and occupant
decision-making. In the preliminary studies considered in
this paper, we have demonstrated an example of such 2-way
interaction. The presence of people in a space affects the in-
door temperature; in turn, an excessively high temperature
may lead some occupants to leave the room; upon leaving,
the indoor temperature may lower down due reduced latent
heat produced by the occupant. Other factors that may affect
the indoor temperature and the decision-making of the occu-
pant have not been considered in this study (e.g. the operation
of other building systems, such as the HVAC).

In our platform, we use SyDEVS as discrete-event framework
and SteerSuite as discrete-time steering simulator. SyDEVS
features the modeling of node graphs, where each node can
encapsulate simulations at different time scales. A specific
node composition has been developed for this project. The
SyDEVS framework, however, can be fully extended to in-
corporate additional nodes that extend our current thermal
simulation and decision-making systems. Future work will
involve integrating the platform with additional nodes, and
combining it with an energy simulator, such as Energy Plus.
Additionally, we aim to extend occupants decision-making
abilities to account for schedules and a more advanced way-
finding model that operates at two different levels of abstrac-
tion. A high-level decision-making will determine which
route, while a low-level decision will calculate more fine-
grained movement while avoiding obstacles.

Emerging approaches to design, such as the MaRS Discovery
District generative design project [18], test new ways to in-
corporate human experience metrics into built environments’
layouts. In the building science community, researchers
are actively exploring how multi-agent occupant simulations
could potentially impact energy use predictions [13]. We
argue that the proposed approach sets a stepping stone to-
wards a platform that can be used across disciplines to study
building-human interactions. Such a platform, could poten-
tially be integrated in architectural design workflows to de-
sign settings that maximize occupant needs while minimizing
the collective impact on the natural environment.
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ABSTRACT
Building-Information Modeling (BIM) tools provide static 
representations of built environments, disjointed from the 
expected behaviors of their future inhabitants. Current ap-
proaches for simulating buildings in use can be categorized as 
building-centric, where occupancy distributions are speci-
fied, behavior-centric, where multi-agent behaviors are mod-
eled, or occupant-centric, where occupants behave based on 
their individual motivations. In this paper, we combine these 
methods into an integrated framework to author narratives 
that satisfy multi-level time-varying constraints, such as (a) 
building-level occupancy specifications, (b) zone-level behav-
ior distributions, and (c) occupant-level motivations. Such in-
formation is encoded into customizable templates associated 
with BIM models. A case study highlights the ability of this 
approach to seamlessly author behavior narratives that can be 
used for visualizing, analyzing and communicating how 
buildings may be used by their future inhabitants.

Author Keywords
Building Occupancy Simulation; Human Behavior 
Narratives; Behavior Authoring; Building Semantics;Multi-
Agent Systems; Building Information Modeling.
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1 INTRODUCTION
Envisioning how buildings will be used by their occupants 
prior to their construction is a fundamental challenge in archi-
tectural design. Current Computer-Aided Design (CAD) and 
Building Information Modeling (BIM) tools provide static 
representations of built environments, which fail to account 
for the prospective building users and their dynamic activ-
ities. As result, architects mostly rely on their knowledge

SimAUD 2019 April 07-09 Atlanta, Georgia
c© 2019 Society for Modeling & Simulation International (SCS)

and intuition to foresee and analyze building-human interac-
tions. Full reliance on intuition, however, can lead to a dis-
crepancy between expected behaviors and actual behaviors
enacted once the building will be built.

Current approaches to represent buildings in use can be clas-
sified in three broad categories. Building-centric approaches
define occupancy schedules over time [2]. However, they
do not represent agent movement and dynamic activities.
Behavior-centric approaches model context-dependent be-
haviors involving multiple occupants [7, 16], without spec-
ifying building occupancy patterns and agents’ motivations
to perform specific behaviors. Occupant-centric approaches
represent the movement and activities of multiple agents in
response to individual desires and motivations, while ignor-
ing collaborative day-to-day behaviors and occupancy distri-
butions in semantically-rich spaces [6].

In this work, we propose an integrated narrative modeling
framework that integrates building, behavior, and occupant-
centric constraints to represent the behavior of heterogeneous
occupants engaged in collaborative activities that unfold in
semantically rich spaces. The input of the proposed approach
consists of (a) a BIM-generated architectural design model,
where each zone (discrete portion of space) and equipment
is associated with semantic information (e.g. office, meeting
room, kitchen, desk) and (b) a set of templates that define
building-level occupancy specifications, indicating the num-
ber of occupants expected in a zone at a given time, zone-
level behavior distributions, where behaviors are modeled in
the form of Events [7, 16], and occupant-level motivations,
specifying the desire of each agent to participate in specific
behaviors at a given time.

An optimization algorithm solves the spatiotemporal alloca-
tion of agents to a discrete set of individual and collaborative
behaviors while maximizing the convergence with building-
level occupancy specifications, zone-level behavior distribu-
tions, and occupant-level motivations. We demonstrate this
approach by simulating the behavior of a hundred agents in-
volved in a variety of activities in an office lab. Based on the
simulation results, we explore different approaches for visu-
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Figure 1. Framework overview. Our approach enables a multi-constrained authoring of occupant behavior narratives that ac-
counts for building-level occupancy specifications, zone-level behavior distributions, and occupant-level motivations.

alizing narratives and extrapolating analytical data that can 
inform architectural design decisions.

We argue that the proposed approach holds promise to help 
architects visualize and analyze building-human interactions 
in not-yet built environments, and facilitate communication 
with design stakeholders who may benefit for the proposed 
visualization to better understand the implication of design 
decisions on how buildings will be used.

2 RELATED WORK
Modeling buildings in use is a rich area of research. We clas-
sify existing approaches into three categories, as follows.

Building-centric authoring. Occupant behavior is often 
modeled using deterministic profiles that leverage collected 
data to determine hourly information of space usage [9]. 
Stochastic models use probability theory to represent ob-
served behavioral patterns that include occupants’ presence 
in a space [22] and actions that have implications for energy 
consumption [4]. Occupant schedules have been incorporated 
into occupancy simulation frameworks to represent more ac-
curate occupancy patterns [3, 2]. These models provide a 
static representation of building occupancy, which potentially 
misses dynamic aspects of occupant movement and collabo-
rative activities.

Behavior-centric authoring. These approaches use top-
down coordination systems to model activity patterns and 
agent allocation. Schedule-based approaches define fixed 
temporal sequences of activities to direct agent movements 
and activities across multiple spaces [17]. Event-based ap-
proaches abstract behavior logic from the agents to syn-
thetic directors that control collaborative behavior [19, 7, 16]. 
Events use parameterized behavior trees that describe hier-
archical, modular and reusable behavior patterns [18]. Nar-
rative management systems dynamically trigger events when 
specific spatial and social conditions are met. Top-down man-

agement systems dynamically allocate agents to events using
time-varying priorities, without accounting for spatial occu-
pancy factors and agent motivations [15]. Stochastic behavior
distribution approaches use optimization techniques to tune
occupant behavior parameters to meet specific behavior con-
straints [11]. This latter approach, however, pre-computes
transitions to satisfy behavior constraints and may not ac-
count for collaborative behaviors.

Occupant-centric authoring. Occupant movement under
a range of conditions has been represented using agent-
centric particle models, such as particle dynamics [14], social
forces [5], velocity-based methods [21, 12], continuum mod-
els [20, 10], and space-time planning [1]. Influence maps
have been used to compute the attraction that a spatial loca-
tion exerts on an agent (or groups of agents) while account-
ing for their inner motivations [8]. Belief-Desire-Intention
approaches drive agent behavior based on their inner moti-
vations [13]. These methods, however, focus behavior pat-
terns that often ignore the collaboration among agents, spa-
tial occupancy distributions, and the performing of structured
sequences of activities that unfold over time across various
semantically rich spaces.

Our approach. We combine the aforementioned approaches
into an integrated narrative authoring framework that satisfies
multiple constraints, such as time-varying building-level oc-
cupancy specifications, zone-level behavior distributions, and
occupant-level motivations. The main contributions of this
approach can be summarized as follows: (a) A narrative au-
thoring framework tailored to BIM that that progressively sat-
isfies building-level occupancy specification, zone-level be-
havior distributions, and occupant-level motivations to sim-
ulate collaborative behaviors of heterogeneous agents in se-
mantically rich environments; (b) A flexible and customiz-
able template approach to specify different building use pa-
rameters; (c) An optimization strategy that dynamically allo-
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Figure 2. Model of a computer science lab building that in-
cludes geometric and semantic information.

cates agents to specific behaviors while satisfying occupancy, 
behavior, and motivation constraints.

3 PROPOSED FRAMEWORK
The proposed framework is illustrated in Figure 1. It involves 
the following steps.

3.1 Building Model
A building design is modeled in Autodesk Revit R©, an estab-
lished BIM tool. The model encapsulates physical building 
components (e.g., walls, doors, desks, and chairs), and non-
physical components (e.g., rooms and open-spaces), which 
are modeled as ‘zones’, discrete portions of space that host 
different types of behaviors. Both types of components in-
clude geometric and semantic properties which indicate how 
they can be used (e.g.‘chairs’, ‘desks’, ‘offices’, ‘meeting 
rooms’, ‘classrooms’, etc.). Figure 2 shows an example of 
a building model.

3.2 Template-Based Modeling
Three types of templates provide information on how a build-
ing can be used, and by whom. We detail these templates in 
the following paragraphs. Table 1 shows an example for each 
type of template.

Building-level Occupancy. Occupancy templates indicate the 
number of agents located in a space at a given time while dis-
regarding the types of behaviors performed in a specific zone 
and the agents that participate in them. Occupancy is spec-
ified at discrete simulation times (e.g. t1, t2, t3). Our sys-
tem interpolates the expected occupancy between the speci-
fied time to guarantee a continuous matching process. Occu-
pancy profiles can be based on expectations for a given en-
vironment or can be produced from data collected in existing 
office settings.

Zone-level Behavior Distribution. For each zone type, we 
specify a set of behaviors, that require varying numbers of 
agents. For instance, an “eating” behavior requires only one 
agent, while a “meeting” behavior requires at least two agents 
to be allocated. Each behavior is associated with a specific 
distribution, e.g., in an “office” room, 80% of the occupants

Zone type T0 T1 T2

Office 0.4 0.3 0.3
Meeting Room 0.1 0.1 0.2

Classroom 0.0 0.4 0.0
Work Area 0.4 0.1 0.5

Kitchen 0.1 0.1 0.0

(a) Building-level occupancy specification.

Zone Type Work (1) Eat (1) Meet (2) Lecture (4)
Office 0.7 0.1 0.2 0.0

Meeting Room 0.1 0.0 0.9 0.0
Classroom 0.1 0.0 0.1 0.8
Work Area 0.8 0.1 0.1 0.0

Kitchen 0.1 0.7 0.2 0.0

(b) Zone-level behavior distribution. In parenthesis, the number of occu-
pants involved in the behavior.

Agent Type Work Eat Meet Lecture
Professor 0.4 0.2 0.3 0.1

Grad. Student 0.3 0.1 0.2 0.4
Undergrad. Student 0.3 0.2 0.1 0.4

(c) Agent-level Motivations.

Table 1. Templates that specify different levels of narrative
constraints.

are expected to work, while 20% are expected to meet. Fur-
thermore, different zone types have varying distributions. For
example, agents in an “office” should have a higher chance of
working than in a “kitchen”. These behaviors are modeled in
the form of events, as detailed in Section 4.2.

Occupant-level Motivation Definition. We define a selected
number of occupant profiles with different preferences for the
considered behaviors. For example, “professors” can be as-
sociated with a higher preference for participating in meet-
ings rather than in lectures, as opposed to “undergraduate stu-
dents”. These preferences affect the choice of which agent
will participate in a given narrative.

In this approach, not all three levels of constraints must be
specified. For example, a user can specify only building-
level zone occupancy, without specifying zone-level behavior
distributions or occupants’ motivations. Our simulation will
complete the missing information by considering a generic
behavior performed in all the zones by a generic agent. Sim-
ilarly, a user can specify building occupancy and zone-level
behaviors, without specifying occupant motivations. In this
way, our framework can be suitable for different stages of the
design process where information about how designs are used
can be made progressively available as the design unfolds.

3.3 Behavior Simulation
Our approach involves the following steps.

Semantic Fault Identification. A rule-based system checks
for errors in the design and template definition phase. For
example, it checks if every desk is associated to a chair, and
if the sitting spots contained in work-related zones (e.g. a
lecture room) are sufficient to perform the collaborative be-
haviors specified in the templates (e.g. a lecture event, which
involves multiple agents). Additionally, it checks if the sum
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of the occupancy specifications, behavior distributions, and
agent motivations form proper probability distributions.

Scene population. Different from other approaches where
the number and types of agents must be manually specified
by the user [16], in this approach we automate this step by
leveraging semantic data contained in the building model and
templates. For example, if we consider the agent types de-
fined in Table 1c, we instantiate ’professor’ occupants based
on the number of desks located in office rooms, and ’grad-
uate’ and ’undergraduate students’ based on the number of
desks in work areas, so that each occupant is associated with
a work station.

Behavior optimization. A hierarchical optimization algorithm
(detailed in Section 4) dynamically allocates agents to spe-
cific events to progressively satisfy building-level, zone-level,
and occupant-level constraints by minimizing the difference
between expected and actual occupancy, behavior distribu-
tions, and to maximize agent motivations.

User review. The simulation results can be viewed and ana-
lyzed using quantitative and qualitative measures. Based on
these insights, the user can modify the building design or the
templates and run additional simulations.

4 MULTI-CONSTRAINED NARRATIVE SIMULATION
We propose a multi-constrained approach to coordinate occu-
pant behavior narratives that satisfy building-level, zone-level
and occupant-level specifications.

4.1 Building-level Occupancy Specification
Given a building with n rooms, we define a normalized space
occupancy vector as follows:

o(t) = [o1(t), o2(t), . . . , on(t)] where
n∑

i=1

oi(t) = 1.

For example, for a building with three rooms, we can specify
the initial occupancy (at time zero) as

o(t = 0) = (0.28, 0.19, 0.53) .

4.2 Zone-level Behavior Distribution
After defining an initial occupancy, we now consider the be-
haviors occurring in each zone. Such behaviors are modeled
in the form of Events [7, 16], computational constructs that
direct the behavior of multiple agents and equipment objects
to perform a structured sequence of activities, modeled as
parametric behavior trees[18].

Each behavior bi contains: (a) a set G of participating oc-
cupants; (b) a set S ⊇ G of all smart objects (i.e., the
equipment); (c) a set of pre-conditions φi(bi, Si) ∈ {0, 1},
where Si is the set of participating occupants and smart ob-
jects of the corresponding behavior; (d) a parametric behavior
tree controlling the behavior of the agents; (e) a set of post-
conditions δi(bi, Si).

Parametric behavior trees store a sequence of actions
that define an occupant’s behavior. For example, a
“meet” behavior can be modeled as a sequence of

〈MoveTo(agent),Speak()〉 actions. More complex be-
havior trees include repeating loops, selector branches and
additional logical operator that can affect the performing of
the specified actions.

We specify a list of behaviors with a desired occurrence dis-
tribution that involve one or more agents and take place in a
specific zone. For any room Ri, we use

pi = [p1, p2, . . . , pm]

as a vector representing the desired distribution of the m be-
haviors

b = [b1, b2, . . . , bm] ,

where

p1, p2, . . . , pm ∈ [0, 1] and
m∑
i=1

pi = 1.

We combine the desired behavior distribution of each zone in
a matrix as follows:

Ades = [p1 p2 . . . pn]
T
.

At any time t during simulation, Ades specifies the behavior
distribution within a single zone. To consider the behavior
distribution in all zones, we define an occupancy vector o(t)
as the conditioned distribution for all zones. Before using the
occupancy vector, we define an element-wise multiplication
operation, �, between a matrix A and a vector b that

A� b = [a1 a2 . . . an]
T � [b1, b2, . . . , bn]

= [b1a1 b2a2 . . . bnan]
T

The conditioned distribution matrix is hence

Acon = Ades � o.

By combining the occupancy with behavior distribution, we
obtain a matrix that describes the distribution of all behaviors
in all the rooms. For example, an environment containing
4 behaviors and 3 rooms would have a desired distribution
matrix as follows

Ades =

[
0.10 0.75 0.03 0.12
0.23 0.66 0.02 0.09
0.54 0.05 0.33 0.08

]

and an initial occupancy distribution vector.

o(0) = (0.28, 0.19, 0.53) ,

Thus, the conditioned distribution matrix is

Acon =

[
0.028 0.210 0.008 0.034
0.044 0.125 0.004 0.017
0.286 0.027 0.175 0.424

]

4.3 Occupant-level Motivations
After specifying behavior distributions, we add an additional
layer of complexity. We define agents with different motiva-
tions that can participate in the specified behaviors. At time
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t, the motivations corresponding to the m behaviors of the
agent g are represented by the vector

vg(t) = (v1, v2, . . . , vm).

Motivations are specified in the templates and are dynami-
cally updated during the simulation. For example, some moti-
vations systematically increase with time (e.g. motivation for
eating). In general, when an agent completes the execution
of a behavior, the event that controlled the agent will adjust
the corresponding motivation causing the other motivations
to adjust relatively, so that the normalized motivations add up
to 1.0. Specifically, we decrease motivations by a pre-defined
factor α,

v′work = (1− α)vwork,

4.4 Behavior Optimization
After specifying a desired occupancy, behavior distribution,
and occupant motivations, our goal is to assign each occu-
pant to a specific behavior while satisfying the aforemen-
tioned constraints. We treat this as an optimization problem
where limited amount of resources (i.e. occupants) must be
allocated to a discrete amount of tasks (i.e. behaviors) while
minimizing the difference between the actual behavior dis-
tribution and occupancy and the desired one, while select-
ing agents with higher motivations. Namely, given the de-
sired distribution matrix Acon, the behavior of the occupants
should converge to such values. This is a challenging task
since the number of occupants in a building may not suffice
to satisfy sparsely distributed occupancy values and behaviors
across rooms. For example, in a building with 10 rooms and 5
expected behaviors per room, 50 behavior distributions must
be satisfied. However, there may not be enough agents in the
building to satisfy such distribution. Additionally, the consid-
ered behaviors may require multiple agents to be performed,
which makes stochastic optimization methods inefficient.

For any room Ri at some state t, in addition to the desired be-
havior distribution, the actual behavior distributions can also
be represented by a matrix that

Aact = [p̄1 p̄2 . . . p̄n] ,

where p̄i is the observed distribution of behaviors.

Our aim is to instantiate a set of behaviors B =
{b1, b2, . . . , bl} that minimizes the deviation of the desired
distribution and the actual observed distribution, while every
occupant and equipment object is allocated to only one be-
havior at a given time, formally written as

B = argmin
∀bi∈B,φi(bi,Si)∧∀i�=j,Si∩Sj=∅

‖Aact −Ades‖.

Furthermore, we consider the agent motivation. Hence, with
the set of agents G as the participants and the error rate E(G)
of incorrectly allocated motivations of the agents, the opti-
mization over the behaviors B is

B = argmin
∀bi∈B,φi(bi,Si)∧∀i�=j,Si∩Sj=∅

w1‖Aact −Ades‖

+ w2E(G).

4.5 Optimization Algorithm
We use a heuristic search to allocate the agents to events ac-
cording to the distribution expectation (Ades), expected oc-
cupancy (o), behaviors (b), and the set of participating agents
(G). The output is the set of behaviors B that minimize the
distribution error. Our approach is shown in Algorithm 1. The
optimizer will first collect all the agents available and allocate
memory to store the matrices used for future calculation. Two
factors in the algorithm guarantee a near-optimal solution: (i)
minimizing the calculated error of the actual distribution of
the behaviors, and (ii) minimizing the agent’s motivation er-
ror when participating in the behaviors. Also, for large envi-
ronments, the algorithm uses block matrix operations to speed
up the calculation and optimization process.

Algorithm 1 Behavior Optimizer
input : desired distribution matrix, occupancy vector, behav-

iors, participating agents
output: optimized behaviors

1 Calculate the normalized matrix
2 while all agents are not allocated do
3 Create matrix permutation list with size m× n
4 In the list, increase each element in every permutation

matrix by 1 accordingly
5 for each matrix in the permutation list do
6 Calculate the error with the normalized distribution

matrix and insert into the error list
7 Sort the error list
8 for each error value in the error list do
9 Select the behavior corresponding to the error

10 Sort the participating agents with regard to the behav-
ior motivation

11 Select the first agent
12 while the behavior still needs more agents to start do
13 if the motivation is the highest one for the agent

then
14 Add the agent to the behavior pending list
15 else
16 Move the agent to the end of the agent list
17 if preconditions of the behavior satisfied then
18 Start the behavior
19 if No more agents were allocated then
20 Stop optimizer

4.6 Scheduler
A scheduler triggers the optimization algorithm at fixed
points in time or when specific conditions are met to en-
sure a robust narrative generation. Strategies for dynamic
re-scheduling could involve identifying the total number of
agents that satisfy a set of conditions to be re-optimized, in-
cluding but not limited to: (a) an agent’s availability flag;
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(b) an interruptibility flag of the agent’s current behavior; (c)
other agent-dependent conditions. When the number of such
agents exceeds a certain threshold r, the optimizer is invoked
and these agents will be re-allocated. The optimizer scheduler
algorithm is shown in Algorithm 2.

Algorithm 2 The optimizer scheduler (called in every simu-
lation frame)
input : tolerance threshold, participating agents

1 for each agent do
2 if the agent satisfies all conditions then
3 Add the agent to pending group
4 Calculate the ratio of pending group

participating agents
5 if the ratio exceeds the tolerance threshold then
6 Run the behavior optimizer

5 CASE STUDY
In this study, we demonstrate our proposed multi-constrained
narrative-based simulation approach, and we explore differ-
ent methods to visualize and analyze the simulation results to
inform decision-making in architectural design.

5.1 Multi-constrained narrative simulation
We consider the building design of a computer science lab, il-
lustrated in Figure 2. The building is dived into 20 zones that
include offices, work areas, meeting rooms, and a kitchen.

The first constraint specified in this approach is the building-
level occupancy. Specifically, we consider the occupancy dis-
tributions specified in the template illustrated in Table 1a,
with minor random perturbations to create variance among
zones. Then, we specify a zone-level behavior distribution
that depends on the zone semantics. The behaviors consid-
ered in this study are “work, “lecture, “eat, “meet, which in-
volve respectively 1, 4, 1, and 2 agents. The behavior dis-
tributions considered in this study are encoded in Table 1b.
Finally, we specify the agent types and their motivations. We
consider: “professors, “undergraduate students, and “grad-
uate students, as illustrated in Table 1c. After performing
each behavior, the behavior weight are reduced by an empir-
ical value of 40%. Then, the behavior weights are backward
mapped to the motivations to reflect the change.

After verifying that the building design and the templates do
not contain semantic errors (as detailed in Section 3.3), our
algorithm automatically populates the scene with 104 agents,
based on the number of work stations included in the build-
ing. Then, an optimization system dynamically allocates the
occupants to the different behaviors to satisfy the multiple
constraints. In this example, we repeat the optimization pro-
cess when when 30% agents are available for re-planning (i.e.
they either completed a behavior or they are engaged in a be-
havior that can be interrupted).

Figure 5 shows a simulation snapshot where several occu-
pants are engaged in a variety of behaviors in semantically
rich spaces. The figure also illustrates occupancy and behav-
ior distribution data for a selected number of rooms, and it
reveals the current motivation of specific individuals. The oc-
cupancy and behavior distributions at the consider point in
simulated time are detailed in Figure 4 and 3, respectively.
Both figures show minimal discrepancy between desired oc-
cupancy and behavior distributions and the actual ones.

Despite the optimal agent allocation produced by this ap-
proach, minor discrepancies arise due to the following con-
siderations: (a) our algorithm allocates discrete resources (i.e.
104 occupants) to satisfy continuous occupancy distributions
(i.e. 0.043 agents in Room 1, 0.017 agents in Room 2, etc.);
(b) the algorithm allocates 104 occupants to 80 behavior dis-
tributions (4 behaviors for each of the 20 rooms), while half
of the considered behaviors require multiple agents; and (c)
if several agents are engaged in events that cannot be inter-
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Figure 5. Simulation Snapshot at T=0 with additional information on building-level occupancy, zone-level behaviors and agent-
level motivations. We highlight in Red the motivations that have been satisfied by triggering the current occupant’s behavior.

(a) First-person narrative visualization. (b) Travel paths of current design at T=20. (c) Travel paths of alternative design at T=20.

Figure 6. Narrative analysis and visualization to support decision-making in architectural design.

rupted, the scheduler may not be able to re-allocate those 
agents to satisfy the desired behavior distributions.

Regarding occupants motivations, our results show that for 
the initial optimization, 82% of the agents have been 
allocated to events that match their highest motivation. This 
partially optimal result is due to the fact that our algorithm 
first satis-fies occupancy specifications, then behavior 
distributions, and finally agents motivations. For example, if 
the kitchens occu-pancy is set to be minimal at a given hour, 
but a high number of agents present high motivations to eat, 
the optimization al-gorithm will first satisfy the occupancy 
constraints, matching the motivations of only a limited 
number of agents.

5.2 Narrative visualization and analysis
Our framework provides various types of feedback to aid the 
architectural design process. First, it enables the architects, 
clients and other stakeholders to visualize a building in use 
using a third-person view, as shown in Figure 5, or a first-
person view, as shown in 6a. Both kinds of visualization 
could potentially improve designer-client communication by 
supporting an interactive building walkthrough. Different 
from [23], the user is able to experience an environment 
popu-lated with several agents whose behavior dynamically 
adapts to time-varying occupancy constraints and 
motivations.

Second, it calculates and visualizes analytical data, such as
the walking paths of the different occupants. Figure 6b re-
veals that spatial bottlenecks could emerge in the central area
of the building, in proximity to the students’ working areas.
Based on such results, additional scenarios can be tested,
where the same input templates are applied to a different
building design. Figure 6c reveals a different design for the
lab building, where the classrooms are located in the center of
the space, rather than at the margins. This layout reduces the
possible emergence of spatial bottlenecks in the central area,
since it distributes the circulation around the central core.
However, it causes increased traffic in the corridors in front
of the offices. Based on such analyses, trade-offs between
design options could be systematically explored.

6 CONCLUSION AND DISCUSSION
We presented a framework for authoring multi-agent narra-
tives involving multiple occupants that perform individual
or collaborative behaviors in semantically rich environments.
Different from previous approaches, our system generates
narratives that account for building-level occupancy specifi-
cations, zone-level behavior distributions, and occupant-level
motivations using semantic templates. An optimization algo-
rithm solves a spatiotemporal resource allocation problem by
dynamically assigning agents to individual and collaborative
behaviors to minimize the deviation from the expected occu-



184

pancy patterns and behavior distributions while maximizing
agent motivations.

Architects could benefit from the proposed approach to bet-
ter communicate with the different design stakeholders how
a building may be used by its future inhabitants. Our sys-
tem could potentially be adopted at the different stages of the
design process, where occupancy and occupants’ data can be
progressively made available. Such information can be pro-
gressively incorporated into the system to produce narratives
at an increasing level of detail.

Future work will involve: (a) automating the template gener-
ation process to incorporate real-world data; (b) conducting
a user study to evaluate the usability of the proposed system;
and (c) generating an interactive building walkthrough where
users can navigate a space using an avatar and dynamically
affect the narrative unfolding.
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ABSTRACT 
Data capture and analysis are transforming entire industries, 
enabling novel solutions developed from a numeric 
evaluation of real-world phenomena. This generally relies on 
gathering data on physical conditions and users to create 
accurate, predictive models and provide customized 
solutions. Increasingly, data-driven approaches are also 
becoming a part of architectural design, with the goal of 
creating user-centric and sustainable buildings. However, 
while simulation software can accurately model 
deterministic physical effects, it is still difficult to 
incorporate stochastic effects related to human factors. This 
paper analyses one aspect of occupant behavior – window 
operation – to give designers an intuition of the impact of 
occupant behavior and associated modelling approaches on 
building performance. To this end, behavioral patterns 
observed in a previous field study were incorporated into a 
dynamic energy simulation and compared to a 
deterministically modelled baseline. While the stochastic 
models appear to better capture the dynamic and 
probabilistic nature of occupants’ actions, the present study 
highlights the extent to which the assumption with regard to 
occupant behavior can influence the simulation-assisted 
performance based design process. The paper also makes 
suggestions as to how to interpret such simulation results in 
a way that quantifies the intrinsic uncertainty in stochastic 
models. We argue that increased data capture and analysis of 
building inhabitants could lead to a better understanding of 
their behavior, thereby affecting the decision-making 
process in favor of a more sustainable and responsive 
architecture. 
Author Keywords 
Occupant behavior; EnergyPlus; window operation model; 
dynamic; stochastic; Markov chain; logistic regression; 
thermal comfort. 

1 INTRODUCTION 
Many industries are now relying on gathering user data to 
create predictive models and provide tailored products. 

There are several indicators of architecture also becoming an 
increasingly data-driven field: performance based contracts 
holding designers accountable for whether their buildings 
perform in the real world as on paper; green building 
certifications requiring post-occupancy evaluations (POE); 
smart building concepts of capturing occupant data to auto-
adjust building systems in real-time. In fact, it can be argued 
that there is a rising cultural expectation of customizable and 
responsive systems, prompting architects to consider 
incorporating data-driven design approaches into 
architectural practice. 
Computational design has enabled architects to use 
simulation software to model various performance aspects of 
proposed building designs, for instance in respect to their 
thermal characteristics and structural rigidity. While these 
applications facilitate modelling deterministic physical 
effects with largely satisfactory accuracy, the predominant 
metrics for which architects seek to optimize their designs 
often relate to how the future occupants will use and perceive 
a space. Anticipating such phenomena is more challenging 
since they are intrinsically stochastic and multivariate. For 
example, modelling occupants’ interactions with building 
control devices (such as windows, shades, etc.) generally 
involves extracting statistical models from data obtained in 
field studies. These are then analyzed to find a link between 
environmental parameters and the probability of control 
devices being operated at any given time. Inclusion of such 
probabilistic models into performance-based design process 
yields new opportunities and threats toward creation of 
occupant-centric buildings, which will require systematic 
studies in this emerging field of research in the building 
industry. 

2 OBJECTIVE 
This paper analyses a single aspect of occupant behavior, 
namely window opening behavior. Many years of comfort 
research have demonstrated the advantages of natural 
ventilation for sustainable building concepts and human 
comfort [7]. Natural ventilation can have large impacts on 
the performance of buildings and the comfort of its 
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inhabitants [8]. However, providing occupants with adaptive 
environmental controls creates uncertainty of whether they 
will be used efficiently. Traditionally, energy simulation 
software is used to model human behavior deterministically, 
e.g. assuming that windows are opened at a specific 
predetermined indoor temperature. Such over-
simplifications of occupant behavior have often been 
identified as a cause for the considerable discrepancies 
frequently observed between building simulation and built 
reality [4, 9]. Being able to more accurately model human 
behavior in buildings would therefore not only help 
architects design more sustainable and user-centric spaces 
[1], but also make physical simulations more accurate. 
Several recent field studies have therefore analyzed occupant 
behavior in terms of adaptive control behavior to inform 
energy models [3, 5, 9]. 
In this context, this paper aims to apply a data-driven 
stochastic model of window operation into early stage 
building simulations; to give designers an intuition of the 
effect that occupants can have on the performance of 
buildings, as well as to describe methods of interpreting the 
intrinsically uncertain results from predictions of stochastic 
behavior.  

3 METHODS 
3.1 Field Data and Statistical Models 

The model used for the following simulations was obtained 
from [11], who conducted a one-year field study in a 
naturally ventilated office space in Vienna, Austria. The 
occupants’ presence, state of windows and several 
environmental parameters (including indoor and outdoor air 
temperature) were monitored on a continuous basis. A 
logistic regression model was fit to the field data: 
 

𝑃𝑃 =
exp	(𝛽𝛽) + 𝛽𝛽+𝜃𝜃-. + 𝛽𝛽/𝜃𝜃012 + 𝛽𝛽3𝜃𝜃-.𝜃𝜃012)

1 + exp	(𝛽𝛽) + 𝛽𝛽+𝜃𝜃-. + 𝛽𝛽/𝜃𝜃012 + 𝛽𝛽3𝜃𝜃-.𝜃𝜃012)
 

 

in which P is the probability of opening or closing a window, 
θin and θout are indoor and outdoor temperature respectively, 
and β0 to β3 are regression coefficients. These modeling 
techniques have been widely used in the studies pertaining to 
occupant behavior modeling [e.g., 3,7,11]. For the current 
study, the authors used the models developed in [10], which 
also analyzed inter-occupant diversity by obtaining 
regression coefficients for each occupant in the field study 
separately (Table 1). To develop an intuition for the range of 
possible behavioral patterns and their effects on building 
performance, we used a best-worst-case approach by running 
the model for the most ‘active’ and ‘passive’ behaviors found 
in the field study (Figure 1). As for the validity of these 
models, the aforementioned study demonstrates that the 
models provide a better representation of occupants’ 
interactions with windows in a free-running office building 
in Viennese climate [10]. 

3.2 Model Parameters and Implementation 

We used the Rhino/Grasshopper architectural software 
platform to generate the geometry, set the simulation 
parameters, trigger the simulation and visualize the results. 
The simulations were run with EnergyPlus, using the 
Ladybug/Honeybee plugins for Grasshopper as an interface 
(figure 2). Dynamically changing window states according 
to current environmental conditions at each time step 
required inputting custom EnergyPlus Runtime Language 
(ERL) code; in each EnergyPlus simulation timestep, sensor 
objects record the occupancy, θin, θout and current window 
states; the probability of the window opening in the next 
timestep is then calculated using the logit function with the 
appropriate coefficients and variables. The next state is 
determined via Inverse Transform Sampling Method, 
involving a comparison of the resulting probability P with 
random numbers. Comfort temperatures θcomf were 
calculated using Ladybug’s implementation of the Adaptive 
Thermal Comfort model from ASHRAE 55 [2] and 
compared to the simulated indoor temperatures.  
 

Table 1. Regression coefficients from [11]. 

Action Variable Passive Aggregate Active 

Opening 

Intercept -10.6882 -22.4190 -10.4233 

θin 0.2187 0.8031 0.0905 

θin 0.2100 0.3130 0.2047 

Interaction -0.0052 -22.4190 -0.0034 

Closing 

Intercept 23.9665 16.6416 7.9830 

θin -1.0969 -0.7013 -0.4323 

θin -0.9172 -0.5011 -0.3756 

Interaction 0.0376 0.0186 0.0144 
 

 
Figure 1. Probability (P) of opening (a) and closing (b) a window 

based on indoor (θin) and outdoor (θout) air temperature, for 
average (gray), ‘active’ (yellow) and ‘passive’ (blue) occupants. 

 

Figure 2. Workflow. 
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To focus on the implication of occupant behavior models for 
the early design state simulation based explorations, we did 
not attempt to remodel the office space from the field study. 
Instead, a single rectangular naturally ventilated office space 
with the dimensions 7×10×4m (width×length×height) was 
chosen for the climate of Vienna, Austria, from which the 
field study data stems. The north-south oriented room had a 
30% glazing portion in the north and south facades. The 
office space was simulated to be occupied every day between 
9am and 5pm. Other schedules and constructions were 
obtained from the “Closed Office” zone program defaults. 
Changes of window states were allowed only during office 
hours; open window states at 5pm therefore led to night 
ventilation. We adopted a simplified approach in 
representing the social context in the multi-occupant office, 
in that cross-ventilation was chosen for the entire simulation. 
That is, an open window state signifies that both windows 
were open. θin values were calculated for an entire year with 
hourly resolution for 4 window operation models: 
1. Deterministic (windows were opened when θin > 24 °C); 
2. Determined by logit function for aggregated field results; 
3. Determined by logit function for ‘active’ user; 
4. Determined by logit function for ‘passive’ user. 

4 RESULTS  
Each simulation was run via Honeybee in a sub-hourly 
resolution for an entire year (8760 hours). For the cases 2-4, 
the simulation was conducted for 100 times to obtain the 
distribution of results. Figure 3 shows an excerpt of the 
outputs documented in simulation 2 during a summer week. 
In the visualized timeframe, θin was continuously higher than 
θout. Opening a window therefore had a cooling effect; longer 
periods of window openings, especially during night 
ventilation, caused θin to approach θout. The heat maps in 
figures 4-7 visualize window states, as well as the extent to 
which θin differed from θcomf (obtained from the adaptive 
thermal comfort model) for each of the simulations. These 
allow to visually detect that window openings were much 
more common in the deterministic model, which reacted 
immediately to rising temperatures with window operations. 
The graphs showing the deviation from θcomf illustrate that 
for the larger part of the year, θin was below θcomf. Higher θin 
values, and therefore increased thermal discomfort, was 
observed to be shifted towards the afternoon hours. We used 
three metrics to summarize these effects (Table 2), taking 
only into account the model results during office hours: the 
percentage of hours with open windows, the percentage of 
hours where θin was higher than θcomf, and the average 

 
Figure 3. Excerpt from the results of simulation 2. 

 
Figure 4. Results from simulation 1 (deterministic model). 

 
Figure 5. Results from simulation 2 (aggregated occupants). 

Figure 6. Results from simulation 3 (‘active’ occupant). 

 
Figure 7. Results from simulation 4 (‘passive’ occupant). 
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deviation of θin from θcomf when θin was higher than θcomf. 
Simulations with higher proportions of window openings 
incurred lower occurrences of thermal discomfort due to 
overheating. The deterministic model over-predicted 
comfort within the space even as compared with the ‘active’ 
stochastic model. There were also large inter-occupancy 
differences when using the logistic regression models; the 
‘passive’ model predicted an average 4.55 K above θcomf in 
comparison to only 1.7 K for the ‘active’ model. 

Table 2. Simulation results summarized for office hours. 

 Description % hours 
with open 
windows 

% hours 
when θin > 
θcomf 

Average 
Δθ when 
θin > θcomf  

1 Deterministic 11% 37% 1.3 [K] 

2 Logit (aggregate) 14.25±1.23 43.26 ± 0.44 3.09±0.01 

3 Logit (passive) 3.43±0.66 50.04±0.27 4.55±0.01 

4 Logit (active) 19.28±0.63 38.26±0.33 1.72±0.0 

5 CONCLUSION 
The motivation for writing this paper was to address the trend 
towards data-driven design and the increasing expectations 
of occupants and clients towards user-centeredness. As an 
example, we focused on a single aspect of occupant behavior 
– namely window opening patterns – and how to include this 
into the design process. We implemented a model derived 
from field data into a common architectural flexible 
modelling software.  
The results from our case study showed a large deviation 
between the common way in which architects simulate 
indoor thermal comfort in early design, and the results from 
statistical models based on field data. While the stochastic 
models can in principle better capture the dynamic nature of 
occupants’ actions, the study showed that a standard model 
can over-predict comfort. While the current study lacks 
verification and therefore cannot show which method is more 
accurate, the observed deviations show that different design 
solutions may have been driven from the parametric studies. 
This necessitates further studies toward finding fit-for-
purpose occupant behavior models for different simulation-
based building design enquiries. In addition, when 
incorporating field data, we found that inter-occupant 
behavioral diversity had a large impact on simulation results.  
Simulations of the kind reported in this paper are proposed 
to support the choice between free-running, mixed-mode and 
air-conditioned options for a given design, as well as to 
determine an appropriate number of operable windows, 
which can affect the segmentation of the façade as well as 
the configuration of indoor spaces to make operable 
windows accessible. Our case study supports the notion that 
higher volumes of data collection in architecture are useful 
to foster new insights on occupants and to incorporate human 
factors into the computational design process. There still 
exists only limited field study data on occupant behavior, 

with observations varying strongly, suggesting that there are 
many factors influencing behavior. This investigation was 
limited in that it only attempted to predict window operation, 
and only did so using temperature as a driving variable. 
Simulating energy consumption and comfort reliably 
requires inputting many parameters that are usually not 
known in early design. Confidence in the results must 
therefore be managed, and the analysis geared more towards 
a qualitative understanding of the range of possible 
outcomes, rather than a primary driver in decision-making. 
Moreover, as the existing occupant behavior models are 
mainly derived from limited data sets, they must be subjected 
to cross-validation studies in different settings [6]. Analyzing 
results obtained from such models requires caution and 
skepticism. Rather than expecting model outputs to dictate 
design materialization, they need to be evaluated critically 
and in combination with other design considerations. 
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ABSTRACT 
The paper presents a digital process chain for modeling, 
simulating and fabricating rotationally molded, 
individualized hollow concrete components using 
material-efficient and geometrically flexible formwork 
systems made from hyperelastic membranes. The hollow 
concrete components are to be used as prefabricated 
components for architectural constructions. The inner 
cavity can be efficient in different ways: To save weight 
and material, for subsequent filling with other materials 
(insulating, climate regulating, water heating circulation 
etc.) or as permanent formwork for solid, reinforced 
structural components that are poured with concrete. 
Rotoforming concrete significantly reduces the hydrostatic 
pressure within a formwork and therefore unlocks 
completely new possibilities for material-efficient and 
geometrically flexible formwork systems. 
Author Keywords 
Complex concrete structures; Casting; Dynamic casting; 
Membrane formwork; Rotoforming; Minimal surface; 
Computational design; Simulation; Material behavior; 
Additive Fabrication.  
1 INTRODUCTION 
Concrete is one of the most widely used building materials. 
Mark Wigley conceives of concrete as “the single biggest 
form of evidence of our species’s existence” on planet earth 
[16] If the material is everywhere it is inevitable to enhance 
concrete performance i.e. respond to the socio-economic 
need for a diverse living environment that consumes less 
material and energy while adapting to various local 
contexts. Given the ubiquitous use of concrete even minor 
improvements have a huge impact. 

In the construction industry prefab-concrete elements are 
still bound to a repetitive and serial logic of production. 
Customized and site specific building parts on the other 
hand come with high production costs and material-
intensive formwork systems.  

Computational design allows the simple creation of 
geometric differentiation. Digital fabrication offers a series 
of adequate materialization procedures. Data flows fluently 
from models of ideation and exploration to data for 
fabrication. This process chain has been tested and 
established in the timber industry [17]. If, however, it is 
transferred to concrete structures, a contradiction arises: 
The promise of concrete taking every possible shape comes 
with the price of a formwork that supports the material 
during the process of curing.  

This research seeks to bridge the gap that emerges between 
the possibilities offered by computational design and 
robotic fabrication and the geometric constraints of 
conventional formwork systems. This goal is achieved by 
developing a process chain from digital modeling, physical 
formfinding, material and process simulation and robotic 
fabrication. Through migrating the rotomoulding 
technology into the process of concreting we could reduce 
the hydrostatic pressure of liquid concrete significantly 
which allows for a completely new range of lightweight, 
hyperelastic, compostable membranes as concrete 
formwork. 
2 RESEARCH CONTEXT 
Research in the context of fabric formwork, dynamic 
formwork systems, rotomolding and robotic fabrication is 
relevant for this project. Fabric formwork is not new .The 
technology appears in different eras and contexts of the 
20th century. The majority of the work is based on 
craftsmanship. Since the production process, the textiles 
and the entire formwork setup have a huge impact on the 
resulting form designers don’t design through drawing but 
rather by experimentation with scale models and 1:1 
prototypes. Veenendaal et al. propose a taxonomy of 
different textile formwork systems [15]. Within this 
taxonomy our hyperelastic membrane falls into the 
category of bi-axial mechanical prestressed formworks. 
Computational formfinding - the simulation of external 
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forces impacting on a material system - is only recently 
migrated into the realm of fabric formwork. The method is 
known for finding the geometry of form-active structures. 
In the context of fabric formwork it becomes a construction 
method [14]. But more important, tools like Kangaroo 
allow for simulation within an architectural design 
environment. Thus simulation allows exploring the design 
potential of fabric formwork before physically making it. 
The Block Research Group at the ETH Zurich combines 
tailored fabric formwork with prestressed cable nets as 
underlying falsework. Concrete is sprayed onto the 
formwork in thin layer. The cable net deforms under the 
weight of the sprayed concrete into the shape that is 
designed by computational methods developed by the 
researchers. The research thus developed a computational 
design process for fabric formwork [13]. As the range of 
possible forms resulting from the use of fabric formwork is 
limited to shapes that emerge by fabric being exposed to 
hydrostatic pressure, other research trajectories explore 
ways to incrementally improve existing formwork. The 
increase of material efficiency through the use of recycling 
and re-shaping formwork material such as wax [8] or water 
[10] is explored in various research projects. Geometric 
freedom is furthermore achieved through flexible 
mechanical-kinetic systems such as dynamically 
reconfigurable double-curved molding surface shaped by 
an array of actuators [5]. Another example of a dynamic 
formwork system is the Smart Dynamic Casting (SDC) 
project by Gramazio Kohler at the ETH Zurich. SDC is 
based on the concept of slipforming in which concrete is 
poured into a continuously moving form. The procedure 
allows for a continuous and gradual change of the cross 
section of the cast element by shaping the concrete during 
curing through the subtle movement of the formwork by a 
robot [6] The project exemplifies the importance of 
merging design intent, digital fabrication processes and 
material science into one coherent process. The MARS 
pavilion by Sarafian, Culver and Lewis exemplifies the use 
of robots in combination with fabric formwork. The system 
allows fabricating branching concrete structure cast into 
adjustable fabric formwork. Robots guarantee the exact 
position of tailored fabric formwork sleeves that are 
subsequently assembled into a dome-like lattice structure. 
The aim was to find a cost competitive way to fabricate 
parametrically designed concrete structures [9]. Martin 
Bechthold and Jonathan King from Harvard GSD mass 
customize concrete objects through robotically orienting a 
mold while the material cures. The project was presented 
as a workshop at the Robotics in Architecture 2012 
Conference in Graz and Vienna. 

None of the mentioned projects addresses the reduction of 
hydrostatic pressure that we regard as a key concept to 
unlock a completely new range of material efficient 
formwork materials. This is achieved by migrating the 
rotomoulding technology into the realm of concrete 
processing. Roto-forming is a production process in which 

a liquid material is poured into a mold. The amount of 
material is sufficient to adhere to the wall of the slowly 
rotating formwork, but not enough to fill the entire mold. 
The manufacturing process is used in the plastics industry 
for the production of hollow objects such as water tanks, 
barrels, kayaks, plastic furniture etc. Here massive steel 
molds are heated to melt the plastic. Al-Dawery et al 
migrate rotomoulding from the plastic industry into the 
field of ceramics  [1]. Empirical design and prototyping 
research on the use of hyperelastic membranes as 
formwork within a DIY rotomoulding process have first 
been developed by Thomas Vailly and Itay Ohaly for the 
production of small-scale design objects. The latex 
membranes allowed the production of different shapes 
without the need of previous tailoring [12].  

 
Figure 1. A lightweight hollow concrete (UHPC) object 

rotoformed in a prestressed latex membrane. 

3 METHOD 
3.1 Material System 
Rotoforming is conceived of as a material system in which 
form, material, structure and its synthesis (materialization, 
fabrication and assembly) are regarded as integral and 
closely linked elements.  

     
Figure 2. RotoForm Material System 
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Computational tools and techniques, as part of this system, 
allow notating and instrumentalizing the intricate 
interactions between form, material, structure and 
environment within the architectural design process. 
Simulating material systems within digital generative 
models utilizes computation beyond formal and 
geometrical design schemes. The notion of the model shifts 
from representation of objects towards the abstraction of a 
process and the prediction of behavior [3]. The material 
system approach was used in this project to revisit and 
challenge conventional formwork systems. Instead of 
incrementally improving existing formworks we 
reconsidered the entire process of concreting and identified 
membranes as formwork material. Besides minimal 
material consumption these membranes can be tensioned 
in a wide range of forms without previous tailoring. 

 We reduced the consumption of both concrete and 
formwork material and at the same time expanded the 
design potentials for our built environment. This could be 
achieved through rotoforming concrete. 
3.2 The Simulation-Based Design Tool of RotoForm 
Fabric formwork has no significant tradition in the building 
industry as it is very different from conventional 
formwork. A rigid formwork is a technological means to 
transcend geometry envisioned by the architect into matter. 
Fabric formwork, in contrast, becomes part of the design 
process as its material performance and boundary 
conditions have a significant impact on the resulting shape 
[14]. The forms that emerge when hydrostatic pressure acts 
on a fabric or a membrane that is prestressed, can hardly be 
captured by 2D drawings or even 3D models. Hence, 
physical models, small-scale or 1:1, have been the tools for 
designers when working with fabric formwork [7]. Making 
these physical models and prototypes is a craft that requires 
a different skill set than the production of drawings or 
digital models. The craft includes experience and tacit 
knowledge that is not easy to standardize. As Remo 
Pedreschi describes, the previously separated roles of 
builder and the designer merge into one: 

"The role of the builder or maker of fabric cast concrete 
involves both the deconstruction of the object into a 
sequence of steps and the continual re-evaluation and 
adjustment of the form during the assembly and casting 
process. The design develops during the making." [2] 

As comprehensible as this coalescence may sound, it is 
however also responsible for the absence of fabric 
formwork in the construction industry. Designs that only 
unfold during making cannot be represented in the 
conventional artifacts that designers produce. Furthermore 
design decisions are required during the making, which 
means that the design phase does not stop with the 
production of representations such as drawings and 
models. Designers have to be involved into the 
materialization. 

Against this background we sought to develop RotoForm 
into a material system consisting of digital and physical 
components (see Figure 1) that are fluently combined, but 
also clearly sequenced. Designing with rotoformed 
elements should be possible without the need for physical 
prototyping but through the use of simulation-based design 
tools and methods. Design tools incorporate material 
behavior under the impact of external forces to overcome 
mere geometric representation. Thus we use Kangaroo in 
Grasshopper to simulate the prestressing of membranes. 
These tools are accessible for designers and well integrated 
into the architectural design environment. The simulation 
accomplishes both: It is a technical necessity for the 
subsequent fabrication, but it also contributes to the 
representation of the design proposal. The formal potential 
of the material system is visualized. At the same time its 
geometric limitations and material constraints are 
displayed. Digital simulation is not meant to replace 
prototyping and physical modeling but should rather 
complement these activities.  
4 PROCESS 
4.1 Design Process 
In this research we conceive of rotoformed elements as 
nodal connections for irregular space-frame structures.  
The form of the nodes is a result of a form-finding process 
in which a particle-spring model is used to find the minimal 
surface that emerges between all rods intersecting at one 
point (node) of the space frame. The topology, described 
by the center-line model, is complemented by a low-
polygon solid that approximates the dimensions and 
orientation of the node (see Figure 3). 

  
Figure 3. Intersecting centerlines, relaxed mesh of nodal 

geometry minimal surface. 

The mesh resolution is increased for the formfinding 
simulation using the Grasshopper add-on tool Weaverbird 
and Meshmachine.  Tension forces along the center-lines 
induce prestressing into the mesh. Mesh edges act as 
springs and the vertices are exposed to the forces. The 
particle spring model generates a relaxed mesh 
approximating the minimal surface that emerges when a 
hyper-elastic membrane is pre-stressed. Commonly-
available software packages, such as Rhinoceros and 
Grasshopper, Kangaroo are used in order to make the 
digital process accessible for architects. The same software 
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packages are also used as a means of direct-communication 
with a UR 10 Universal Robots and a turning table. 
 The simulated form of the nodes is subsequently used to 
calculate its volume and surface area, two important 
parameters to the rotoforming process. Based on the 
surface area and the aspired wall thickness of the hollow 
element, the amount of cast material is calculated.  
4.2 Manufacturing Process 
To manufacture the digitally designed and simulated nodes 
the digital geometry is translated into a prestressed latex 
membrane kept in place by a spherical falsework (see 
Figure 7). All steps including their methods and tools are 
described in the following paragraphs. 

  
Figure 4. Pretentioned the hyper-elastic membrane formwork in 

the spherical falsework 

The adaptive spherical falsework  
The pre-stressed membrane is fixed to a spherical 
falsework that acts as the boundary resisting the large 
anchoring forces (see Figure 4). The adaptive falsework is 
designed to allow for the generation of different membrane 
shapes by changing the position of the tension anchors.  
Two aluminium plates form the poles of the sphere. The 
poles are tied together by a series of median arcs (between 
6 to 10 depending on geometry). The arcs carry clamps that 
act as anchoring points and take the loads from tensioning 
the membrane. 3D printed elements connect the rims to the 
poles. They can slide in a notch to change the location of 
the meridian arcs. A screw allows tightening or loosening 
the connector for proper placement.  Clamps that slide 
along the meridian arcs are holding the anchor rods that 
define the location and direction for tensioning the 
membrane.  
Robotic placement 
A robot translates the digital geometry into the physical 
setup. In this setup, a UR 10 six axis robot and a turning 
table are used to place a rod in the correct position and 
orientation in relation to the sphere. The turntable rotation 
is controlled via a combination of an Arduino single board 
micro controller and Funken, a serial protocol toolkit for 
interactive prototyping [11]. The robotically  

positioned rod is fixed to the clamps. After all rods are 
placed, the membrane formwork is placed inside 
the falsework. The anchor rods penetrate the membrane 
and connect it to the falsework. Steel and rubber washers 

connect the rods to the membrane and transfer the stresses 
of the subsequent tensioning.   

 
Figure 5. digital data extraction and Robotic Placement 

Pre-tensioning membranes 
Membranes are flexible, non-rigid structures that transfer 
loads through tension. They require fixed ends or rigid 
linear boundaries that withstand the horizontal forces 
inherent in every form-active system. Their bearing 
mechanism relies on the material form. Form coincides 
with the flow of stresses that are equalized or harmonized 
along the surface. Loads are dispersed in the direction of 
resultant forces without any shear [4] In this project we 
used latex membranes as membrane formwork within the 
rotoforming process. Filled with air, these balloons take a 
spherical shape due to internal pressure that acts 
perpendicular to the membrane surface. Filled with liquid 
concrete the combination of gravity and hydrostatic 
pressure generates drop-like shapes. Thus these external 
forces during production would not allow generating any 
other form. We therefore sought to minimize this effect 
through the reduction of cast material in the formwork and 
through prestressing the membrane formwork (see Figure 
6).  A series of tension-inducing anchor points are 
connected to the membrane. In order to achieve a 
harmonized stress distribution and avoid wrinkles in the 
membrane the anchor points need to be placed in a way that 
tension creates curvature in all areas of the membrane.  
  

 
Figure 6. Pre-tensioning membranes 

The Rotoforming machine  
The rotoforming machine consists of a frame that rotates 
around a horizontal spindle powered by an electric motor. 
The frame carries a vertical spindle to which the spherical 
formwork is connected (see Figure 7). A belt and 90 degree 
tapered gear wheels transmit the rotational motion. 

 



195

 

 

Figure 7: The digital-physical robotic-aided process. From left to right: Robotic placement of rods on spherical scaffold, Prestressed 
membrane formwork. Rotoforming machine. 

The movement of the two spindles needs to be aperiodic to 
make sure that the formwork is fully rotated and all its 
regions pass the lowest point as the liquid material flows 
downwards.  
The formwork slowly rotates to disperse the liquid cast 
material to the membrane. In contrast to spun concrete 
parts, the material is not allocated through centrifugal 
forces that tend to stratify the material. The material rather 
adheres to the membrane surface yielding high quality 
surfaces.  
Cast material 
During rotoforming the liquid material is subject to a 
constant change of shape. The impacting loads are not 
static. In the early stage of curing the material furthermore 
deforms according to the geometry of the membrane. For 
this research, the material needed to be adjusted in such a 
way that it could absorb the quasi-dynamic load at different 
phases of rotation in different layer thicknesses without 
cracking. Component sizes, rotational speeds and 
production speeds as well as the composition of the 
formwork material have a decisive influence on the 
viscosity requirements. Mass inertia, adhesive forces on 
surfaces and hardening processes must be controlled in 
combination with layer thickness formation and shrinkage 
cracking.  
Two different materials were tested in the project: An ultra 
high performance concrete (UHPC) and an acrylic/plaster 
composite. The composite was used for testing the entire 
process. Its short curing time allows for a fast production 
of rotoformed elements. However, the main goal is the 
production of rotoformed concrete elements. Increased 
hydrostatic pressure and longer curing periods of concrete 
pose additional challenges to the process. First concrete 
prototypes were manufactured in collaboration with the 
concrete company Gtecz  (see Figure 1). 
Resulting hollow body component 
The materialized object is a lightweight hollow component 
with approx. 3% of the weight of a solid component in 

similar size (180 mm radius and 7 mm shell thickness). The 
resulting surface is smooth with gradually changing 
curvature continuously blending all directions of  the 
surface. The cast-in anchor rods serve as connection 
between two components or between nodes and rods. The 
cast nodes were subsequently 3d scanned in order to 
compare the cast object to the empty prestressed 
membranes in the spherical falsework and to the simulated 
minimal surface of the particle-spring model. The 
comparison between object and membrane proof that 
hydrostatic pressure has no impact on defining the shape of 
the membrane. The simulated form deviates from the form 
of the cast object. As the current role of simulation is 
limited to provide a better formal approximation in the 
early design stage the current precision is satisfactory. 

    
Figure 8. The Section of the resulting demonstrator with hollow 

body nodal component. 

 

5 CONCLUSION / OUTLOOK 
Within our research we could prove through a novel 
fabrication process and the resulting prototypes that 
rotoforming concrete in membrane formwork is possible 
and leads to material-efficient formworks that allow for 
geometric differentiation without the need of tailoring the 
formwork. Furthermore, the process yields hollow concrete 
objects with reduced weight and material consumptions. 
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Figure 9. The large scale demonstrator of space truss system at 

AAG Conference 2018 with hollow body concrete nodal 
component 

By adding rotational movement to the process of 
concreting and thereby reducing hydrostatic pressure we 
are able to reconsider the established palette of formwork 
materials towards more lightweight and efficient materials. 
Besides the important aspect of saving resources these 
materials also simplify the de-molding of concrete objects 
and generate high surface qualities. The shape of the 
minimal surface of the prestressed membrane is perfectly 
mirrored in the concrete object. The tools and methods 
developed for the process yield geometric precision of the 
complex forms. A prototype of a series of six 
interconnected nodes and a rotoformed base plate 
demonstrate the validity of the material system (see Figure 
8 and 9). 

Hydrostatic pressure is no longer the form-defining force 
in this membrane formwork system. However, the need for 
an even of harmonic stress distribution in the membrane 
create novel constraints for the range of possible forms.  

One hypothesis of this research was that such a tool and 
method would allow designers to explore the formal 
potentials of membrane formwork and make them part of 
their design. The hypothesis was tested in a series of 
workshops with students, researchers and professional 
designers. 

We could observe how the teams implemented material 
performance into their aesthetic approaches: One example 
is the design of extra tension-spikes for Harmonizing the 
stress distribution in the membrane requires similar 
curvature in all regions of the membrane. A lack of tension 
in the membrane leads to wrinkles and reduced capacity to 
withstand the liquid material. 

Figure 10. The resulting demonstrator with hollow body 
concrete nodal component. 

 
A constraint that may be in conflict with the location and 
orientation of space frame rods that tension the membrane.  

When testing the system with students in a rotoforming 
workshop design team added extra tension-spikes that were 
independent from the space frame rods, in order to generate 
the necessary pretension in the system. The integration of 
simulation of the material system into the early stages of 
the design process in which the shape is of importance for 
designers generated novel material-appropriate but also 
aesthetic design solutions. 

The roto-formed elements are significantly lighter than 
massively cast elements and can thus contribute to more 
lightweight constructions that consume less material. The 
reduced weight of a rotoformed facade element allows for 
more lightweight substructures. The effect thus propagates 
through the entire construction. 

Rotoforming comes with challenges that requires future 
research in the following fields:  

The aim of letting a concrete cure while it is being moved 
is a conceptual contradiction that can only be solved by the 
careful design of movements coordinates with concrete 
recipes that allow for the curing under these delicate 
circumstances. More data needs to be collected and 
procedures require standardization to be able to reliably 
reproduce results of similar quality. 

Curing generates heat which is currently collected within 
the closed membrane system. The heat expands the 
formwork and can lead to a delimitation of the concrete 
from the formwork and in the worst case to a collapse of 
the hollow element during rotation. Casting subsequent 
layers of material is necessary to not deform the delicate 
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membrane and the first layers of concrete but requires a 
cumbersome process of filling the material into the 
formwork without destroying the previous layer of 
material.  

The above mentioned challenges will be addressed in the 
ongoing research together with questions of enlarging the 
range of possible forms and Morphologies through 
variations of the membrane formwork system and its 
falsework/boundary condition, the integration of 
reinforcement and mounting elements and the variation of 
wall thickness through a differentiated and controlled 
rotational movement. 
AKNOWLEDGMENTS 
This research greatly benefited from a series of workshops 
in which participants tested and prototyped. Their feedback 
and experiences informed our work. Special thanks to the 
participants og the workshop at the AAG conference 2018 
in Chalmers: Johan Dahlberg, Deena ElMahdy, Eftixis 
Efthimiou, Felix Graf, Fabio Scotto, Franz Theobald, 
Athanasios Vagias, Yuwei Zhang. First tests with 
rotoforming concrete have been conducted with the 
support of G.tecz/Gregor Zimmermann. The Machines has 
been built with the technical supports of Mirko Feick/PTU, 
Marecel Bicolay/ VKM, TU Darmstadt, Alexander Stefas, 
Andrea Rossi and Felix Graf by DDU of TU Darmstadt. 
 
REFERENCES 
1. Al-Dawery, I., Binner, J., Tari, G., Jackson, P., 

Murphy, W., & Kearns, M. Rotary moulding of 
ceramic hollow wares. Journal of the European 
Ceramic Society, 29(5), (2009), 887-891. 

2. Chandler, A., Pedreschi, R. (editied by). Fabric 
Formwork. London: RIBA Publishing. London UK, 
2007 

3. Hensel, M., Menges, A. (eds.), Morpho-Ecologies: 
Towards a Discourse of Heterogeneous Space in 
Architecture, AA Publications, London. 2006 

4. Engel, H. Structural Systems, Hatje Cantz Verlag 
2007 

5. Kristensen , Mathias Kraemmergaard; JEPSEN, 
Christian Raun. Flexible mat for providing a 
dynamically reconfigurable double-curved moulding 
surface in a mould. U.S. Patent Nr. 9,168,678, 2015. 

6. Lloret, E., Shahab, A. R., Linus, M., Flatt, R. J., 
Gramazio, F., Kohler, M., & Langenberg, S. 
Complex concrete structures:  merging existing 
casting techniques with digital fabrication. 
Computer-Aided Design, 60, (2015). 40-49. 

7. MANELIUS, A.-M. Fabric Formwork. 
Investigations into Formwork Tectonics and 
Stereogeneity in Architectural Constructions. Ph.D. 
Thesis, Royal Danish Academy of Fine Arts Schools 

of Architecture, Design and Conservation, School of 
Architecture, Denmark, 2012. 

8. Oesterle, S., Vansteenkiste, A., & Mirjan, A. Zero 
Waste Free-Form Formwork. in Second International 
Conference on Flexible Formwork, ICFF. CICM and 
University of Bath, Dept. of Architecture and Civil 
Engineering, Bath (2012) 258–267   

9. Sarafian, J., Culver, R., Lewis, Trevor S. Robotic 
Formwork in the MARS Pavilion: Towards The 
Creation of Programmable Matter. In ACADIA 
2017: DISCIPLINES & DISRUPTION [Proceedings 
of the 37th ACADIA, Cambridge, MA 2-4, (2017) 
pp. 522- 53 

10. Sitnikov, V. Ice Formwork for High-Performance 
Concrete: A Model of Lean Production for 
Prefabricated Concrete Industry. Structures, Elsevier, 
2018 

11. Stefas, A., Rossi, A. and Tessmann, O. Funken - 
Serial Protocol Toolkit for Interactive Prototyping. 
In: Computing for a better tomorrow - Proceedings of 
the 36th eCAADe Conference - Volume 2, Lodz 
University of Technology, Lodz, Poland, 19-21 
September (2018), 177-186 

12. Vailly, T. , Ohaly, I. The creative Factory 
 http://www.vailly.com/projects/the-creative-
factory. As of 15. April 2015 

13. Van Mele T., Méndez Echenagucia T., Pigram D., 
Liew A. and Block P.A prototype of a thin, textile-
reinforced concrete shell built using a novel, ultra-
lightweight, flexible formwork system,structure,1 
,(2018), 50 - 53  

14. Veenendaal D. and Block P.Computational form 
finding for fabric formworks: an overview and 
discussion,Proceedings of the 2nd international 
conference on flexible formwork,Ohr, J. et al. 
(editors), Bath, UK, (2012), 368-378,  

15. Veenendaal, D.; Block, P.; West, M. History and 
overview of fabric formwork: using fabrics for 
concrete casting. Structural Concrete 12, 3 (2011), 
164 – 177 

16. Wigley, M. Foreword, in M. Bell and C. Buckley 
(eds), Solid States (Columbia Books on Architecture, 
Engineering, and Materials), Princeton Architectural 
Press, 2010 

17. Willmann, J., Knauss, M., Bonwetsch, T., 
Apolinarska, A. A., Gramazio,  F., & Kohler, M. 
Robotic timber construction—Expanding  additive 
fabrication to new dimensions. Automation in 
construction, 61, (2016) 16-23 



198



199

 

SimAUD 2019 April 07-09 Atlanta, Georgia 
© 2019 Society for Modeling & Simulation International (SCS) 

Environmentally Informed Robotic-Aided Fabrication  
Carmen Cristiana Matiz, Heather “Brick” McMenomy and Elif Erdine  

Architectural Association 
London, United Kingdom 

{Matizxcarmen, brick.joshua.mcmenomy}@gmail.com 
elif.erdine@aaschool.ac.uk 

ABSTRACT 
The research presented in this paper addresses the integration 
of thermal performance with robotic toolpath generation for 
nomadic settlements. It is part of a larger study that describes 
the development of a material system and a remote on-site 
fabrication strategy for African nomadic dwellings using 
unprocessed locally sourced materials in hot arid 
environments. Research methods include the employment of 
computational design and robotic fabrication techniques to 
facilitate the development of improved housing conditions.   

Through the analysis of existing traditional earthen 
construction strategies, the aim is to develop a novel 
approach to robotic fabrication of unfired earthen envelopes 
by incorporating thermal performance simulation in the 
robotic motion path generation.  

The use of robot-aided fabrication eliminates the need for 
complicated prefabricated moulds, achieving improved 
environmental performance with reduced material usage. 
Taking into consideration the material properties and 
associated drying times, a layer sequencing strategy is 
introduced to diminish the possible errors and collapse that 
occur during the fabrication process. Two types of layers are 
identified in relation to their position within the envelope’s 
structure and are optimized for increasing thermal lag, and 
respectively, self-shading. 

The contribution of the research is a robot-aided fabrication-
aware design method for generating complex thermally 
performant earthen envelopes realized by overlaying 
continuous layers using simple toolpath geometries.  
Author Keywords 
Solar Analysis; Locally Sourced Materials; Robotic 
Fabrication; 3D Printing; Robotic 3d-printing; Earthen 
construction.  
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1 INTRODUCTION 
Robotic fabrication and its capabilities to be used on-site in 
remote environments is a construction strategy that has been 
discussed in recent research [13] As robotic tools are 
becoming accessible to the general population, they present 
the capabilities to empower communities by offering 
autonomy in the construction process. The on-site use of 
robotic fabrication tools with widely available locally 
sourced material is a sustainable alternative [5] to current 
industry solutions and presents itself as a possible 
construction method for responding to the increasing 
housing demands. Fabrication tools as Big Delta [3] illustrate 
a step towards accessible robotic solutions and have 
successfully enabled 1:1 on-site experiments. 

The presented research is part of a wider topic that 
investigates accessible housing fabrication methods inspired 
by vernacular building techniques in developing countries, 
with a focus on nomadic pastoralist in Norther Mali. The 
proposed restricted context provides an information base that 
enables problem-solving and innovative solutions that 
address thermal performance and rapid construction. 

The proposed material system is informed by cultural 
practices and vernacular sustainable construction techniques 
that lend themselves to the impermanence of the housing 
type, as the shape of the house changes with the family 
dynamic. Dwellings in southern Mali and Burkina Faso 
consist of mud brick structures made of locally sourced sun-
dried soil. Housing can take six to eight months to construct 
and require constant maintenance. Therefore, even primarily 
earthen structures exist ephemerally, and can be consistently 
edited by its inhabitants. Rapid construction techniques can 
be identified in current desert dwelling in northern Mali that 
include tent structures for nomadic tribes, which can be 
assembled and deconstructed within three to four hours. 
While ideal for encampments which last less than one week, 
tents do not provide the thermal comfort that earthen 
construction provides, and there is currently no system of 
dwelling which combine the benefits of tent dwellings with 
the comfort and security of earthen buildings. 
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The proposed material system, a modernized wattle and daub 
system, uses solely local resources for developing dwellings 
for nomadic pastoralists in Sub Saharan Africa by combining 
existing tent construction practices with robotically 
controlled earth extrusion.  

 
Figure 1. Actively bent grid-shell geometry based on local 
vernacular construction techniques. Rendille Tent structure [10]. 

The elastic grid shell was used as a base structure within the 
material system because of its relation to existing forms of 
dwellings employed in the Sub-Saharan Region. The types 
of housing currently used include tensile tent structures and 
armature tent structures, which consists of actively bent grid 
shells [10] (Figure 1). An armature system was selected as it 
would be possible to erect an elastically bent grid shell with 
a degree of geometric precision that would be difficult to 
mimic with a fabric formwork in a remote environment. 

 
Figure 2.  Proposed material system using widely available locally 
sourced materials (A – Elastic Grid Shell, B -Natural Fiber Mesh, 
C – Interior Earthen Layers, D - Exterior Earthen Layer) 

The armature tent structure acts as a base geometry that 
informs the fabrication process and is composed of actively 
bent wooden dowels that form an elastic grid shell (Figure 2-
A) It acts as structural support for the extruded earthen 
layers. 

The earthen layers (Figure 2-C, 2-D) have the main role to 
consolidate the structure while providing thermal comfort. 

An intermediate natural fiber layer (Figure 2-B) is 
interwoven between the dowels acting as formwork for the 
material deposition. Research in ceramic bricks explores 
design variations that incorporate environmental 
performance into the construction process that go beyond 
thermal resistance calculations. Investigations range from 
rectangular brick wall assembly that enhances self-shading 
[7] to additive manufacturing techniques which allow for 
complex brick geometries [4] that include self-shading and 
thermal energy geometric control [13]. Robotic fabrication 
allows efficient material usage due to the possibility of 
optimizing toolpath geometry.  However, as envelope 
geometries become more complex, the fabrication time and 
the possibility of collapse during fabrication increase 
correspondingly. Experiments in two-step robotic 
fabrication processes that investigate rapid fabrication for 
thermally responsive envelope design through convection by 
altering the envelopes surface finish have recently been 
developed by initially deploying a rough concrete layer and 
then altering the surface geometry with [2]. This paper 
proposes a design strategy that investigates time-sensitive 
methods for incorporating environmental performance as a 
result of self-shading within the fabrication process and will 
focus on the design development and fabrication method of 
the earthen envelope through layer sequencing and extrusion 
toolpath pattern design. 
2 ENVIRONMENTAL PERFORMANCE: OPTIMIZATION 

STRATEGIES 
Computational design workflow allows for validated 
simulations to be integrated into all phases of the design 
process [9]. The location of study was chosen in Timbuktu, 
Mali, a desert arid hot climate, which is characterized by 
direct solar radiation, little rainfall, and requires special 
façade considerations to minimize solar heat gain. 
2.1 Preliminary Studies 
For daylight analysis and physical experimentation, initial 
base surfaces were created by referencing the physical 
properties of the actively bent grid shell. First, the degree of 
curvature at the breaking point of wooden dowels was 
studied computationally and physically, showing that an 
acacia wood dowel with a radius of 9 mm, 15 mm, and 20 
mm would achieve a maximum curvature equivalent to the 
following minimum radii of curvature: 415 mm, 679 mm, 
and 906 mm, respectively.  

Daylight simulations have been conducted for the possible 
curvatures in all relevant orientations. Extreme conditions 
were identified and considered for further research. These 
curvatures were applied uniformly to a surface within a 
400mm by 500mm rectangular frame, which served to 
explore the local geometry scale. 

The soil composition developed for material experiments 
was created with consideration of the local earth texture in 
Timbuktu, Mali and the performance of the material. The dry 
mix consisted of 20% clay and 80% fine grained sand. 
Viscosity studies were conducted to achieve the optimum 
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water-soil ratio for an adequate material behavior calibrated 
for the nozzle geometry and extrusion. This was realized by 
incrementally altering each component of the mix starting 
from a near solid state, using a volumetric unit and visually 
assessed by sample extrusions. The extrusion process has 
been tested to ensure constant material flow, layer adherence 
and ability to maintain geometry under self-weight.  The 
final composition of the material used in the physical 
experiments is a ratio of 1:4:2 corresponding to the levels of 
clay, sand and water, respectively. 
2.2 Evaluation Methods 
Derived from the innate characteristics of the material, two 
main criteria are considered for the evaluation of the earthen 
envelope’s thermal performance: 

Thermal lag 
A relevant property of earthen materials when considering 
thermal performance is thermal mass. In hot arid 
environments, a consequence of this property is thermal lag, 
essential for ensuring indoor thermal comfort. Thermal lag is 
defined as the time delay necessary for thermal energy to 
reach the interior environment from the exterior environment 
[11]. The geometric variation of material distribution, within 
the envelope thickness, can alter this time delay by 
increasing the energy flow path, enhancing thermal 
performance.  
Self-Shading 
For assessing self-shading performance of toolpath 
geometry, a comparative study has been undertaken, taking 
into account solar radiation analysis results to minimize the 
amount of direct solar radiation that reaches the external 
layer, as well as daylight analysis to maximize the shading 
percentage, calculated considering the number of hours the 
analyzed area is shaded during peak solar window on 23 July 
in Timbuktu, Mali.  

Table 1. Evaluation criteria for thermal performance: Base 
geometry analysis (Daylight analysis performed for peak solar 
window on 23 July in Timbuktu, Mali. The surfaces have a southern 
orientation). 

The digital experiments have been done using validated 
simulation engines available through Ladybug Tools [8], an 

environmental design software package for Computer-Aided 
Design (CAD). A flat continuous layer that follows the base 
surface is used for comparison (Table 1). 

The shading percentage is calculated by subdividing the 
design output geometry and identifying the surface area units 
that receive a minimum 1 hour of direct sunlight during the 
chosen timeline of a specific day through daylight analysis. 
For each surface unit, a maximum of 12 hours of daylight is 
established as 0 % self-shading, meaning that during the time 
period, the surface unit does not receive shading. The total 
number of hours of received direct sunlight is summed and 
divided by the total maximum hours of potential direct 
sunlight to establish the value of self-shading percentage.  

 

 
Figure 3.  Subdividing and selecting relevant surface units for 
self-shading analysis. 
2.3 Environmentally Informed Fabrication 
Integrating environmental parameters directly into the 
toolpath development strategy allows for the creation of a 
mono-material thermally efficient envelope by manipulating 
the designed geometry. 

3 INFORMED MATERIAL DEPOSITION 
A way of achieving material deposition optimization is by 
controlling the parameters of the production setup. 
Investigations focus on the impact of pattern variation and 
material deposition distribution of the designed grid shell 
envelope on overall energy performance. The material 
deposition design process is briefly described as follows. 
3.1 Adapting toolpath to existing formwork geometry 
An initial parameter considered in the design process was the 
orientation of the extruder as the design method was strictly 
developed alongside the fabrication technique. Two possible 
orientations have been tested: 

 Orienting the tool head to the normal vector of the base 
surface (Figure 4-A) did not present conclusive result during 
experimentation. While extrusion could begin at any point 
on the surface, adhesion between layers as well as the base 
surface is not ensured.  

A vertical orientation of the tool head (Figure 4-B), on the 
other hand ensures a continuous material flow. The adjacent 
layers present a strong bound and the extrusion follows 
closely the surface curvature. Due to its low failure rate, 
toolpaths were generated considering a vertical material 
deposition process. 

Geometry Solar Radiation   Self-Shading  

   

Material 
volume: 
0,0024 m3 

Total solar 
radiation:  
3,730 kWh/m2 

Shading 
Percentage: 
17,19% 
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Figure 4.  Experiments in effect the orientation of the extruder has 
on the overall performance of the material (A – Extruder oriented 
to the normal of the surface, B – Extruder oriented vertical)  

Toolpath generation 
Consistent soil extrusion requires a continuous and evenly 
spaced polyline to serve as the robotic-motion path. A 
subdivision strategy was created and applied to a surface 
which mimics the shape of actively bent grid shells used in 
the study. The resulting polyline was then altered, to create 
different patterns described in latter sections of the study, 
informed by the nozzle geometry.  

 
Figure 5.  Robot motion path generation:  Geometrical sequences 
of adapting the fabrication process to the existing geometry. 

The base surfaces for thermal simulations and material tests 
(Figure 5-A) were created to have a uniform degree of 
curvature so that material irregularities would be unaffected 
by changes in surface curvature and would exhibit the 
extruded material behavior in relation to a doubly curved 
surface.  Although elastica curves more accurately mimic the 
geometric properties of actively bent members, circular arcs 
provide the consistency needed to isolate the effects of 
toolpath variation and were therefore used in the duration of 
this study. 

Toolpaths for the physical and numerical tests were 
generated from equally spaced latitudinal bands. To do this, 
the vertical edges of the surface were extracted and divided 
by equal lengths (Figure 5-B, C). Then, arcs were drawn 

along the surface, connecting the ends of the equal length 
segments. Each arc was spaced at 64% of the diameter of the 
extrusion nozzle to ensure layer adherence. When connected, 
these arcs (Figure 5-D) created a single toolpath adjacent to 
the surface.  

To create thermally efficient patterns on the surface, each arc 
was divided into equal length segments, and selected 
endpoints of the divided segments were moved away from 
the surface (Figure 5-E). A polyline was drawn from the 
endpoints to reconnect each latitudinal band, and individual 
bands were connected using the same method as the flat 
toolpath (Figure 5-F). The protrusions have been generated 
perpendicular to the extrusion orientation, to ensure layer 
adhesion and stability. 

Proper control of the path overlap, coordinated with the rate 
of deposition and speed of the robotic arm movement, results 
in uniform cohesion of the earthen material into a 
homogenous part. Robots [12], a visual programming 
software plug-in, was used for simulating machine behavior 
during fabrication and translating designed toolpath 
geometry into a movement path program. This resulted in an 
initial fabrication-aware feedback loop in the design process 
before the actual implementation of physical experiments. 
3.2 Layer geometric variation 
Each layer is treated as a continuous surface that acts as an 
earthen shell across the existing grid shell formwork. By 
overlaying multiple layer geometries, a thermally performant 
envelope is achieved.  

Pattern variation is realized by the differentiating protrusion 
values of tool path geometry that affects energy consumption 
through two factors: thermal mass and self-shading. 
Depending on its position within the envelope in relation to 
the formwork, two types of layer geometries are proposed: 
Interior layers 
Designed to increase thermal lag by geometrical design 
optimization, the interior layers enhance performance by 
incorporating air cavities in the envelope geometry. As a 
result, material usage is considerably decreased and as well 
as the fabrication time as it allows for a faster drying process 
due to increased air exposure. Air gaps have the potential to 
enhance the thermal insulation properties of the envelope as 
the thermal conduction properties of air are far lower than 
earthen materials [13].  

Studies developed for ceramic bricks investigate optimal air 
gap geometry for insulation properties and thermal lag. 
Cavities are proven inefficient if their thickness is larger than 
40mm as it allows for thermal convection to form. Taking 
this into account, a hollow absolute ratio of 51% has the 
potential to reduce indoor temperature with 7.18∘C [1]. The 
research presented in this paper investigates the potential of 
vertical continuous and alternating toolpath variations for 
integrating air gaps in the structure of the envelope, thus 
increasing thermal lag. Adhesion capabilities and layer 
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structural stability are studied physically, while thermal 
properties are studied computationally. 

 
Figure 6.  Geometrical variation of overlapped interior layers and 
resulting air cavities. 

Exterior layers 
Being in direct contact with solar radiation, the exterior layer 
geometry is solely optimized for an efficient distribution of 
radiation across its surface and enhancing self-shading.  

Using simple geometric variations, the positions of the tool 
path protrusion and protrusion length is constricted to the 
limitations derived from the nozzle size and shape.  Pattern 
variations of robotic motion path with 20mm and 40mm 
deviation from the base surface have been analyzed. The 
protrusion values are a result of physical extrusion tests to 
prevent potential errors and collapse during the fabrication 
process. 

 To ensure the geometric simplicity of the toolpath, linear 
variations are used to generate layer patterns. Vertical, 
alternating and angled linear protrusion variation have been 
generated and studied to identify their self-shading 
properties when distributed on a double curved base surface. 

Vertical patterns, while showing mild improvements in self-
shading, also significantly increase the total solar radiation 
amount that reaches the surface. Alternating patterns with 40 
mm protrusions improve thermal performance, but the 
geometric accuracy during fabrication cannot be assured. 
Angled patterns produced the most desirable computational 
results, and the possibility of reorienting its tilt in relation to 
the base geometry increases its performative potential. 

Daylighting simulations identify the 300 angled linear pattern 
with 40 mm protrusion as an optimal design solution 
considering self-shading and solar radiation exposure, 
exhibiting a 23,25% shading increase when compared to the 
base flat layer surface. 
3.3 Layer sequencing 
Developing each continuous layer as an independent element 
allows for the creation of complex envelope geometries by 
using simple continuous toolpath line variations. Overlaying 
continuous material layers can be sequenced to develop 
thermally performant earthen enveloped without the need of 
complex fabrication techniques or prefabricated moulds. 

 20 mm Extrusion   40 mm Extrusion 

Continuous 
Vertical 
Variation 

Total solar radiation: 
4,162 kWh/m2 

Shading percentage: 
25,11% 
 

Total solar radiation: 
3,556 kWh/m2 
Shading percentage: 
30,32% 
 

Alternating 
Vertical 
Variation 

Total solar radiation: 
3,86 kWh/m2 

Shading percentage: 
32,39% 

 

Total solar radiation: 
2,97 kWh/m2 

Shading percentage: 
36,75% 
 

600 Angled 
Variation 

Total solar radiation: 
4,162 kWh/m2 

Shading percentage: 
25,11% 
 
  

Total solar radiation: 
3,44 kWh/m2 

Shading percentage: 
38.54% 
 

300 Angled  
Variation 

Total solar radiation: 
3,078 kWh/m2 

Shading percentage: 
30,11% 

 

Total solar radiation: 
2.867 kWh/m2 

Shading percentage: 
40.45% 
 

Table 2. Thermal performance: comparative analysis of exterior 
layer geometry variation using solar exposure and daylight 
simulations (The size of the base surfaces is 400 mm by 500mm). 

This method reduces the probability of collapse by allowing 
the incorporation of necessary material drying time after the 
deposition of each layer.  

 



204

 
Figure 7.  Layering sequence. Complex envelope geometry 
developed with simple overlaid toolpath geometries 

The layer sequencing is described as following: An initial 
flat layer (Figure 7 -A) is extruded on the base surface to 
incorporate existing surface tolerances and improve surface 
adhesion. Subsequent vertical interior layers (Figure 7 – B, 
C) are overlaid to ensure the necessary thermal lag. The 
internal structure can be adapted to local environmental 
performance demands. The last layer is an external layer 
optimized for self-shading.   

Using this technique, larger continuous envelopes can be 
achieved without the need of rationalization of geometry into 
bricks, as in hot arid environments the resultant geometry can 
be air-dried in an efficient manner.  Physical experiments 
have been done to ensure the necessary adhesion between 
overlaid layers can be achieved.  
4 ROBOTIC FABRICATION 
The material deposition process during the experimentation 
phase is facilitated by a custom extrusion system (Figure 8) 
that is carried out by the robotic arm (KUKA R-60). As a 
method of material deposition, a pump mechanism powered 
by air pressure is used. 

For material extrusion tests, the previously discussed 
400x500 mm base surfaces have been CNC milled using 
grey foam and fixed to a wooden frame for accuracy. 
4.1 Extrusion 
The extrusion method employed for experimentation is using 
a custom in-house end-effector design. The extruder is 
assembled from off-the-shelf pressure graded supplies and 
an adapted 3D printed interchangeable nozzle. The extrusion 
process is powered by an air compressor. Preliminary 
experiments have been conducted for calibrating the level of 
air pressure according to the material composition and 
deposition speed.  The extrusion generates an optimal 
material flow at air pressures that range between 1 to 1,5 bar. 
A continuous material intake would improve fabrication 
time.  

Figure 8. Robotic fabrication setup. 

Nozzle geometries 
Multiple nozzle geometries have been tested in order to 
enhance surface adhesion and reduce errors produced by 
natural material variations. 

R= 5 mm  R=10mm R=10mm R=10mm 

  
 

  

 

Round Round Textured Textured 
 

Table 3. Nozzle geometry 

While textured nozzles presented improved layer adhesion, 
their precision is affected by the extrusion direction (Figure 
9). Because the textured extrusion increases the exposed 
area, it performed poorly in initial solar analyses. Further 
experimentation is necessary for extracting conclusive 
results regarding the textured nozzle geometry. 

 
Figure 9. Vertical layer variation fabrication test. Round nozzle and 

textured nozzle comparison. 
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A 5mm radius round nozzle was predominantly used during 
experimentation as it could provide adequate precision while 
not substantially increasing fabrication time. 

4.1 1:1 Prototypes 

The robotic fabrication process was tested with the 
production of 1:1 scale prototypes of retrieved 400x500mm 
sections of envelope geometry. The physical tests aimed to 
identify further constrains that the fabrication process 
imposes on the design method. Initial experiments use a 
CNC milled foam base that replicates the curvature and 
geometry of the proposed grid-shell. Later experiments use 
acacia and fiber formwork to incorporate tolerances 
involving precision and surface adhesion into the design 
process. 
Interior layer fabrication 
Due to natural material inconsistency, small variations in 
material flow determine protrusions smaller than 20mm not 
to incorporate enough tolerance for accommodating minor 
fabrication errors, resulting in irrelevant air gap geometries. 
Protrusions of 40 mm represent a balanced solution. 

Air cavities incorporated in the interior layers also improve 
drying time significantly. Access to air and increased surface 
area reduces the time necessary for the material to solidify, 
but in the same time work against thermal responsiveness if 
positioned as an exterior layer. 

Self-shading patterns 
Physical experiments revealed that double curvature surfaces 
prevent slumping of material, meaning the global geometry 
reduces the need for surface adhesion concerns. Fabrication 
precision is essential when considering self-shading patterns 
as additional sun-exposed surfaces decrease thermal 
performance. Angled pattern variations over 450 have proven 
to be more sensible to extrusion errors. Considering thermal 
performance and fabrication experiment feedback, a 300 

angled pattern presents an optimal behaviour. Consistent air 
pressure and material mixture is necessary for extruding 
forms in a predictable way. 

Base surfaces fabricated from locally sourced materials, 
acacia and fibre formwork, were tested for robot-aided 
extrusion and presented an increased surface adhesion 
output. Minor geometrical inaccuracies of the base surface 
did not affect substantially the designed toolpath geometry. 
Testing the sequence of overlaying different layer 
geometries determined significant observations to be 
incorporated into the fabrication process.  

Improved layer adhesion is seen when the humidity of the 
initial layer is under 70%. Incorporating sufficient drying 
time into the fabrication process allows for a better 
performance of the geometry under the weight of the new 
layer. 

 
 

 
Figure 10. Material deposition layering sequence. Determining layer interaction during fabrication process. 

5 CONCLUSION AND DISCUSSION 
This paper presents a fabrication-aware earthen envelope 
design method and robot-aided fabrication strategy driven by 
thermal performance. The topic has implications for many 
nomadic pastoralism peoples in desert territories that are 
undergoing rapid social and climatic change. The strategy to 
develop a material system for robotic construction from local 
resources has significant potential for employing earth 

structures in developing countries. The incorporation of 
environmental parameters as design drivers into the 
fabrication process by using robotically-aided informed 
material deposition allows the creation of a thermally 
performant mono-material envelope developed from locally 
available resources. By geometrically altering the envelope 
structure and introducing air gaps within the designed 
geometry, an enhanced environmental performance can be 
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achieved with significant fabrication time and material 
reduction. Further explorations of pattern variation in 
relation to seasonal variation, building orientation and sun 
angles can be integrated into a feedback loop to create an 
optimized pattern gradation.  

While the physical experimentation and prototyping has 
been carried out with an industrial robot, the proposed 
fabrication system does not necessitate industrial robots for 
the construction scenario. It is important to note that as 
technology becomes more available to the general public, in 
recent years more accessible devices and interfaces are 
constantly being developed in the field of robotics. Examples 
of the democratization of robotics can be seen on Reprap or 
Instructables projects.  

The physical fabrication experiments conducted with an 
extruder attached to an industrial robot and powered by an 
air compressor has revealed some useful insights on the types 
of equipment that would be necessary to carry out the work 
on site. Firstly, it is observed that a continuous material 
supply incorporated into the extrusion process would provide 
increased time-efficiency during material deposition and 
would eliminate the probability of errors that occur from 
pausing and restarting the process. Hence, a material 
container that is directly connected to the nozzle would be 
ideal. It has been detected that the 6 DOF the industrial robot 
provides are not needed in this specific toolpath generation 
study, and therefore a simplified robotic tool is proposed to 
induce the types of various movements necessary for robotic 
earth 3d-printing. 

Therefore, this research aims to propose the incorporation of 
robotic fabrication into the construction process as a scenario 
that can be easily implemented in remote areas of Africa, 
providing opportunities for the self-sustainability of nomadic 
communities. While the proposed context and scenario 
provided essential insight for the research process, the 
resulted method has the potential for a wider applicability. 
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ABSTRACT 
The research presented in this paper addresses the themes 
of generative design, material computation, large-scale 
fabrication and assembly technologies by incorporating two 
research fields, Curved Folding and Robotically Aided 
Single Point Incremental Sheet Forming (RA-SPIF) of 
sheet metal panels. The design and construction of a large-
scale prototype made of complex panels of sheet metal 
serves as the case study for the proposed methodology. 
Global geometry panelisation is implemented through a 
multiple-criteria Evolutionary Algorithm to establish an 
equal subdivision approximation of the initial geometry. 
The mathematical principles of Curved Folding are applied 
on the resulting mesh geometry. Iterative FEA of the 
component assembly defines areas where Incremental Sheet 
Forming needs to be applied to the curved folded 
components. Selected panels are formed with RA-SPIF to 
enhance the structure’s performance for wind loading. The 
primary contribution of the research is the demonstration of 
a methodology that integrates the precise computation of 
curved folded geometries and the employment of FEA as a 
design driver for the application of incremental sheet 
forming towards the geometrical and material stiffening of 
sheet material.  
Author Keywords 
Robotic fabrication; Robotically Aided Single Point 
Incremental Forming (RA-SPIF); Curved-folding; Linear 
and Non-linear FEA; Evolutionary Algorithm; 
Computational form-finding; Fabrication workflow.  
ACM Classification Keywords 
I.3.5 Computational Geometry and Object Modeling 
(Physically based modeling); J.2 Physical Sciences and 
Engineering (Physics); J.5 Arts and Humanities 
(Architecture); J.6 Computer-aided design; J.6 Computer-
aided manufacturing (CAM). 

1 INTRODUCTION 
The research presented in this paper outlines an innovative 
strategy that incorporates Curved Folding and Robotically 
Aided Single Point Incremental Sheet Forming (RA-SPIF) 
to design and fabricate doubly-curved complex geometries 
for large-scale architectural artefacts. One of the major 
considerations of the research is the enhancement of the 
local stiffness of a sheet panel at the local scale, while 
improving the overall rigidity of the structure using curved-
folding and RA-SPIF within carefully selected panel 
locations as a result of iterative Finite Element Analysis 
(FEA) processes.  

Curved folding is a highly efficient fabrication method for 
the manufacturing of curved surfaces from flat sheet 
material without stretching, tearing, or cutting, 
demonstrating a novel way of producing lightweight and 
stiff components.  The lack of appropriate computational 
tools in CAD software and algorithmic packages for the 
accurate application of curved-folding to a complex 
geometry presents itself as a design opportunity. The 
existing methods for describing such geometries includes 
the definition of curved-folded tessellations as a 
geometrical approximation [3], scanning of physical models 
and planar quad-meshing [8], sequential generation of 
curved-folded surfaces with the method of reflection [9]. 
These individual methods do not answer the problem of 
defining precise curved-folded geometries as building 
blocks on a complex doubly-curved geometry. The 
possibility to apply curved-folded components on various 
structural configurations has the potential to yield 
materially efficient large-scale architectural artefacts. 
Parameters including the curvature of the curved crease, 
folding depth, component size, joint detailing, and material 
specific attributes have the capacity to increase the 
structural performance of a component as well as an 
aggregation of components.   
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Figure 1. Overall workflow sequence demonstrating the interdependencies between multiple scales. 

Traditional sheet forming techniques employ incremental 
deformations to a sheet until it is formed into its final shape 
[4], and the forming tool can be attached to a CNC machine 
or a robotic arm. Robotic incremental sheet forming opens 
new opportunities in the design and fabrication of 
component-based aggregations that can be facilitated for 
cladding purposes or spatial enclosures. The versatility, 
multi-axis freedom, precision, and adaptable 
programmability of a generic robotic arm introduces new 
approaches and techniques to the metal sheet forming 
process [5]. By the careful correlation of form-finding 
techniques, multi-criteria optimization, and iterative 
structural analysis (FEA), curved folding and robotically 
assisted metal sheet forming can contribute to the structural 
performance of architectural configurations.  

The primary contribution of the research is the 
demonstration of a methodology that integrates the precise 
computation of curved folded geometries and the 
employment of finite element analysis (FEA) as a design 
driver for the application of incremental sheet forming 
towards the geometrical and material stiffening of sheet 
material.  

The one-to-one scale prototype presented in this paper is a 
case study to test the proposed methodology with the design 
and construction of a complex doubly-curved geometry 
from sheet metal panels that are curved folded and 
incrementally formed with the use of an industrial robot. 
The dimensions of the structure are 2,700 mm. width, 4,330 
mm. length, and 2,520 mm. height. The location of the case 
study is the outdoor area of the Architectural Association 
(AA) School of Architecture.  

2 COMPUTATIONAL METHODOLOGY 
2.1 Initial Material Experimentation and Computational 

Form-finding 
The computational methodology developed for the research 
simultaneously incorporates material and algorithmic 
experimentation on a panel scale and global geometry scale 
(Figure 1). Initial studies have focused on the material 
behavior of aluminum, copper, and zinc sheets subjected to 
RA-SPIF process. Zinc has been chosen for its combination 
of stiffness, ductility and corrosion resistance. 

The initial decision on material selection has been followed 
by component scale experimentation on curved folding. A 
range of curved folding patterns have been generated and 
applied to zinc sheets via scoring to observe the maximum 
depth that could be achieved for a panel with the size of 800 
mm. width, 800 mm. length, and 0.8 mm. thickness. The 
geometrical shape of the flat components has varied 
between triangular and quadrangular forms. These material 
experiments have revealed three key outcomes. Firstly, as 
the scoring of the material was carried out with a CNC 
machine, it was concluded that it would be more efficient 
and time-saving to score the mountain and valley folds 
from one side of the material instead of alternating sides. 
This process saves up almost twice as much time than 
scoring mountain and valley folds on opposite sides of the 
sheet material, as it eliminates the necessity to alternate the 
sides during scoring process. After running several tests on 
scoring depths, it was observed that 25% material removal 
would be appropriate for mountain folds to ensure that the 
sheet did not break, and that 50% material removal would 
be appropriate for valley folds to make sure that the fold 
would take the desired form. Secondly, it was detected that 
the sheet could be bent comfortably to achieve a structural 
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depth on a range between 40 mm. and 80 mm., and that the 
sheet itself started to deform for a structural depth higher 
than 80 mm. Finally, it was discovered that as the shape of 
the components was varied from regular triangular or 
quadrangular forms to irregular ones, the folded sheet 
displayed deformations. Hence, it was determined that a 
regular flat sheet panel form made of equilateral triangles or 
squares would be ideal to achieve the desired structural 
depth.  

Simultaneously, computational experimentation on the local 
sheet scale have been carried out to cross-examine various 
curved-folding methods with the objective of inferring 
which method would be most appropriate. Initial 
experimentation was carried out with Kangaroo, the live 
physics engine for interactive simulation, optimization and 
form-finding in Grasshopper [7]. Kangaroo is a powerful 
tool for simulating physics behavior via mesh 
discretization; however, the discretization process means 
that the final curved-folded geometry is an approximation 
and therefore can lead to tolerance differences during the 
fabrication and assembly of the sheet elements. For this 
reason, the mathematical definition of curved-folding via 
the mirror reflection method has been adopted, as this 
method allows for the analytical generation of curved-
folding as long as the folds are planar [12]. This method 
posits that a form generated by applying mirror reflection to 
part of a developable surface is also a developable surface. 
Hence, the computational workflow applies the plane 
reflection method on ruled surfaces with planar curves to 
accurately calculate curved-crease folds (Figure 2). The 
application of this method comprises the generation of 
planar arcs with an assigned depth on a triangular surface, 
the creation of ruled surfaces from these edge curves, the 
creation of reflection reference surfaces by using the arc 
planes as mirror planes, the extension of the reflection 
surfaces to create two flaps per edge, and finally closing the 
gaps between the two flaps by adding a planar triangular 
surface. This method enables the generation of a single flap 
along each edge with G1 continuity, and it can also be used 
for quadrangular surfaces.  

  
Figure 2. A. Divide each triangular panel into 4 parts and move 
the central subdivision in normal direction, B. Draw planar arcs, 
C. Create ruled surfaces from edge curves, D. Create reflection 

reference surfaces, E. Extend reflection surfaces to create flaps, F. 
Create closed flaps by adding mid-point triangles.  

 

2.2 Application of Evolutionary Algorithm for Global 
Mesh Geometry 

As one of the key considerations of the research has been 
the application of curved-folded components on various 
structural configurations, the objective has been to utilize 
the curved-crease folding algorithm based on mirror 
reflection method on doubly-curved complex surfaces.  

During the design process of the global doubly-curved 
surface, attention was kept reducing the loads on the 
flooring as the construction area is part of a listed building, 
and two existing posts of 2,350 mm. were utilized to 
transfer the loads of the structure to the primary structural 
system without traversing the flooring directly. Hence, the 
global geometry is defined as a doubly-curved surface that 
is supported by the existing columns, railings, and meets 
the flooring on a minimal surface area. This surface has 
been initially converted into a triangular mesh in 
Grasshopper. The observations gained from physical 
experiments on the local component scale have suggested 
that the global form needs to be formed by an 
approximation of equilateral triangles (Section 2.1). Hence, 
a multi-criteria optimization process based on Evolutionary 
Algorithms (EA) has been developed in Octopus, 
Grasshopper’s add-on for applying evolutionary principles 
to parametric design [10]. The fitness criteria are: 

• Maximum edge length of a triangle edge must be less 
than 700 mm. This length is selected to ensure that an 
appropriate distance is kept between the component and 
the edge of a zinc panel (800 mm.) in order to allow for 
fabrication-related tolerances such as tool clamping and 
frame-work to hold the panels in place.  

• The edges of each triangle should not be shorter than 500 
mm. and longer than 700 mm. This fitness objective is 
introduced as a distinct one from the first one, as it allows 
to analyze the consecutive edge lengths of each triangle. 
It also ensures that the edge lengths do not exceed the 
prescribed domain of 500 – 700 mm. in order to eliminate 
the possibility of generating small-sized components.  

• The angle between each consecutive edge should not be 
less than 45 degrees. This objective is selected to diverge 
from isosceles triangles in the candidate forms.  

The Octopus simulation has been run for 1,222 generations, 
with 200 individuals in each generation. Convergence of 
results has been achieved after 1,000 generations (Figure 3). 
The selected global form is made up of an approximation of 
equilateral triangles, affirming that the curved-crease 
folding algorithm can be applied on individual triangles.  

The information gained from physical experiments (Section 
2.1) has demonstrated that for the defined panel size and 
thickness, a structural depth ranging between 40 mm. – 80 
mm. can be achieved for each component. This information 
has then been employed in the curved-crease folding 
algorithm, whereby each triangular panel is given the 
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assigned structural depth through the variation of the 
curved-folding degree (Figure 4).  

 

 
Figure 3. Octopus simulation diagram: A. Design model, B. Panel 
size evaluation, C. Connection angle analysis, D. Assembly mesh, 

E. Feedback (multi-criteria optimization) 

 

 
Figure 4. Application of curved folding on the global geometry – 

A. Global geometry base mesh from EA, B. Curved folding mirror 
planes, C. Curved folded panels.  

2.3 FEA and the Application of SPIF on Selected Panels 
FEA analyses have been carried out using Strand 7 software 
[11].  The structural stiffness of SPIF and NO-SPIF single 
panels that have been curved folded has been evaluated 
first.  The digital information has been used to create a 
model where a SPIF and a NO-SPIF panel are compared for 
stiffness under self-weigh and self-weight + wind load.  
Plate elements have been used for the curved-folded panels. 
Typical properties of the zinc material are: Young’s 
modulus between 90 and 110 GPa, density of 7140 kgm-3 
and yield stress between 75 and 110 MPa [2].  The Strand7 
analysis uses a Young’s modulus of 108 GPa and a yield 
stress of 100 MPa (a soft zinc alloy was chosen given that it 
can be folded after scoring).  In the FEA model (Figure 5) 
panels are oriented with gravity and global pressure due to 
wind (135 Pa, equivalent to a wind speed of 15m/s [13]) 
acting in the negative Z direction.  The three corners of the 
folded, curved triangular panels are in the XY plane. Two 
boundary conditions have been simulated: corners fixed in 
all three directions (Fixed) and corners fixed only in the Z 
direction (Simply-supported, SS). The maximum deflection 
in the Z direction, in mm., is a measure of the stiffness of 
the panel (Figure 5). Under the combination of self-weight 
and global pressure, the NO-SPIF panel deflects by 0.245 

mm with Fixed boundary conditions, and by 0.475 mm with 
SS boundary conditions. The SPIF panel deflects by 0.101 
mm (Fixed) and by 0.276mm (SS). This result shows that 
the SPIF panel is intrinsically significantly stiffer than a 
NO-SPIF panel and justifies the application of SPIF in the 
design of the prototype. 

 
Figure 5. Vertical displacement of SPIF (left) and NO-SPIF 

(right) panels under self-weight and wind pressure load  
(Simply-supported boundary conditions)  

The effect of scoring the panels for folding, i.e. to assess 
whether the local thinning of the zinc sheet needed for 
scoring has a significant effect on the stiffness of the panel, 
the NO-SPIF single panel model has been modified by 
introducing a set of thin plates (1.5 mm wide, on average) 
along the two sides of each folded curved edge. The 
thickness of these plates has been set at 0.6 mm, simulating 
score 0.2 mm deep (this is actually a worse case than the 
real fold which is only about 1mm wide). The result of the 
FEA analysis shows that the decrease in global stiffness 
with scoring is of the order of 5% which can be considered 
negligible.   

Modelling each individual joint is time consuming and 
quite heavy computationally because their complex 
geometry requires fine meshes using solid tetrahedral 
elements (Figure 10).  In order to verify that the joints can 
be simulated using rigid links/springs two models have 
been set up.  One of them has a fully modelled joint 
connecting six panels (Figure 6, right), the six panels being 
“glued” to the join. Simply-supported boundary conditions 
have been applied to the free corners of the panels.  In the 
second model (Figure 6, left), the end of the each panel 
attached to the joint has been closed, to simulate the 
connection to the real joint, and rigid links (yellow lines) 
have been used to connect the ends of the units to a point 
(yellow ball) which simulates the geometrical center of the 
real joint and carries the mass of real joint. This comparison 
has been done to simplify the FEA of the whole installation.  
The load acting on the model is the self-weight of the 
panels and the mass of the specific joint chosen (0.5kg). 
The joint is made of thermoplastic polymer, ABS, with 
typical properties of 1.2 GPa for the elastic modulus and 
1100 kg/m3 for the density. 

The maximum vertical displacement of the model with the 
real joint is -0.347 and that of the rigid links simulating the 
joint is -0.325 mm.  The two displacements are very close, 
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differing only by 7%, and Figure 6 shows that the 
displacement fields of the two models are virtually 
identical. This suggests that joints can be simulated using 
rigid links and point masses equivalent to the mass of the 
real joints.  Using this approach simplifies considerably the 
FEA of the analysis of the installation. 

 
Figure 6. Vertical displacement of NO-SPIF panels with rigid 

links to simulate the joint (left) and with the real joint (right) under 
self-weight (Simply-supported boundary conditions) 

Therefore, in the FEA model of the global structure the 
joints have been simulated using rigid links and non-
structural point masses (Figure 7). This model combines 
SPIF and NO-SPIF panels that are all curved folded. From 
direct measurements carried out, a typical joint weighs an 
average 0.5 kg and this value was used for each joint. The 
wind load acting on the plates is simulated as the normal 
component to the plate surfaces of the global pressure 
acting in the X direction (inward normal to the plane of 
Figure 7). This direction was chosen since it represents a 
worst-case condition.  A detailed CFD analysis can provide 
the actual pressure acting on each curved plate, as opposed 
to the average value of 135 Pa used here. Figure 7 shows 
the vertical displacement (global Z axis) under self-weight 
and rigid links to connect the plates. The maximum 
predicted displacement is -6.1 mm downwards (blue 
region). When the wind load is added (Figure 8), the 
maximum vertical displacement in the blue region increases 
to -21.9 mm.  

 
Figure 7. Vertical displacement of structure under self-weight.  

 

 

 Figure 8. Vertical displacement of structure under self-weight 
and wind load. 

In both cases the displacements are relatively small, 
suggesting that the structure does develop the necessary 
structural stiffness to be self-supporting and to resist wind 
loads. In this analysis above, the curved panels are joined 
by rigid links and this overestimates the stiffness of the 
system.  It has been shown earlier that the rigid links 
overestimate the structural stiffness by 7%.  This result 
suggests that predicted maximum deflection under the 
given load (self-weight + wind pressure) for the structure 
with ABS joints will increase to around 12mm, an 
acceptable value. 
3 ROBOTIC TOOL PATH AND JOINT DEVELOPMENT 
3.1 Robotic Tool Path Development 
The proposed methodology requires the material to undergo 
two distinct treatments, engraving the curved creases, 
which is applied on all components, and RA-SPIF, applied 
only on certain components. Moreover, the size of zinc 
sheets available was 800 mm. by 800 mm., allowing for the 
fabrication of multiple components on a single sheet. It is 
therefore evident that defining the fabrication sequence and 
the equipment setup for each of these processes was an 
essential part of the fabrication. 

The first step of the process included the engraving of the 
curved creases of all components. The fabrication files were 
generated by unrolling the global geometry and placing the 
components on the material sheets. During this process the 
zinc sheets were fixed along the boundaries on a custom 
created bed to minimize the spring back effect and maintain 
the material in place. The following step was the 
application of the RA-SPIF. The low Young’s modulus of 
the zinc sheets (108 GPa) presented a considerable 
challenge due to the risk of local sheet deformation, tearing 
and spring-back. Different tests took place to study the 
parameters affecting this behavior, such as the sequence of 
forming, tooling, spring-back, sheet deformation, heat and 
friction.  

To protect the material from tearing along the curved 
creases during the robotic forming, a temporary frame was 
placed along them on both sides of the zinc sheet. The 
geometry of the formed part was taken as an offset of the 
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component’s creases, to make maximum use of its surface 
area, while its size was dictated by the boundaries of the 
temporary frame. 

Different materials and shapes were tested for the forming 
tool, as they are directly linked to the manufacturing 
process and geometrical output. Stainless steel 316 was 
chosen for the tool-head, due to its higher degree of 
hardness (2,200 MPa) and stiffness (205 GPa) compared to 
the zinc sheet material. As the size and shape of the tool 
likewise influences the speed of manufacture and toolpath 
generation, a custom-made tool with a rounded nose of 
approximately 4mm was fashioned from a rod of 12mm, 
resulting in a very stiff tool with a very low deformation 
and high resistance to scratches. The tool was then installed 
in a milling spindle attached to a 6 axis KUKA KR60 
robotic arm.    

From a hardware perspective, three different tool 
configurations were tested to determine the ideal forming 
process: fixed tool, free rotation and controlled spinning. 
Heat and friction posed a challenge as they led to the tool 
piercing the metal sheet. A series of tests determined 
controlled spinning at 2,000 rpms and the addition of a 
lubricant agent seemed to have a positive effect, as it also 
decreased the initial bounce action of the material.  In 
addition, a robust mild steel frame of 800 x 800 x 700 mm. 
was created to hold the sheets in the XY planes while 
freeing the Z direction during the forming process.   

Tool path generation considered the dimensions, spinning 
speed and strength of the custom-made tool, sheet material 
thickness, stiffness and the desired output geometry. The 
selected approach consisted of spiralling the target surface 
in increments of 3-5mm, adapting the stepdown between 
lines according to the depth (1 to 3mm) and the tangent 
angle of the final geometry (Figure 9). The need to use the 
tool perpendicularly to the sheet material to avoid punctures 
and have a steady path necessitated the use of Linear (LIN) 
movement for the robot, its only drawback being the 
decrease of the working area to avoid collisions due to tool 
size limitations.  In extreme cases where the geometry 
proved out of reach of the robotic arm due to tooling 
considerations, the toolpath was further expanded to create 
a normal vector for tool orientation that was assisted by the 
robots 7th axis, in this case a rotary table. 

Overall, the flexibility and control over the forming method 
allowed to tender to the different geometries explored in the 
research in terms of curvature angles, steepness and local 
position, suggesting that this technique can be applied with 
other forming tools, metals and different materials 
thicknesses to generate an optimized toolpath for RA-SPIF. 

 

 
Figure 9. Tool path generation – A. Topographic curves, B. Spiral 

with constant surface offset, C. Robotic tool path.  

3.2 Joint Design & Development 
Joints have played a crucial factor in the fabrication and 
assembly process of the structure. The challenge in their 
design lied in accommodating the geometrical complexity 
of the design surface and at the same time ensuring 
structural integrity and continuity between the different 
components.  

The structure comprises of 37 joints in total, with unique 
geometrical characteristics. The design of the joints 
includes a central cylindrical node with protruding legs, 
whose number and relative position was dictated by the 
geometrical characteristics of the components connected at 
the joint. The size of the legs was prescribed by the need to 
accommodate bolts and screws along their edges for 
assembly. Given the high degree of variance between the 
elements, the level of accuracy required and their scale, 
methods of rapid prototyping were studied for their 
fabrication, with a focus on 3D printing [14].   

Sample joints were printed on a 1:1 scale to evaluate the 
efficiency of this fabrication method. The high level of 
accuracy allowed for the joint to represent the geometrical 
complexity of the design and to accommodate the 
connecting components. However, the time associated with 
the production of each joint rendered this approach 
impractical. A composite joint type was hence developed, 
which consisted on a 3D printed mold, in which epoxy resin 
was cast. The efficiency of this joint type lies in the fact 
that the time-expensive method of 3D printing was applied 
only at specific areas of the design, which required a high 
level of geometrical accuracy. On the contrary, the time-
efficient method of casting, ensured continuity and 
structural integrity, thus leading to a drastic decrease of the 
production time (Figure 10).  
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Figure 10. Joint detail: Epoxy resin casting inside 3d-printed 

mold. 

The appropriateness of the joint fabrication process is 
directly linked to the scale and degree of variance of the 
specific structure. Despite the advantages of 3D printing 
regarding accuracy and customization, this fabrication 
process is currently restricted to the capacity of the 3D 
printing hardware. Moreover, bespoke certification of the 
end products’ material properties is often required, as their 
long-term performance is suspect to fatigue and wear [6]. 
An application of the proposed methodology on a long-term 
or large-scale project may therefore require a revisiting of 
the joints’ fabrication process.  
4 POST ANALYSIS 
Post-analysis of the installation was carried out to evaluate 
the efficiency of the proposed methodology. Using the 
Autodesk ReCap software [1], a photogrammetric model of 
the physical model was generated by the collision of a 
series of pictures of the installation taken. Overlaying the 
two models (Figure 11) highlighted a small discrepancy 
between them. This can be attributed to the random loading 
patterns applied to the structure during the manual assembly 
process, its self-weight as well as random loading imposed 
by the environment. More precisely, the critical role of 
joints in the structure’s load-path and its overall structural 
performance led to their plastic deformation and in effect to 
the discrepancy between the physical and digital model. 
The effect of these factors overcame any spring-back effect 
that occurred at a component level. 

Future applications of the proposed fabrication process can 
address this issue both at the local level of the joints, as 
well as at a global scale. At a local level, a stiffer joint 
design could be achieved by increasing the contact area 
between the components and the joints. At the current 
design proposal, each component edge is mechanically 
connected to the joint via bolts at three points. Gluing the 
components to the joint or creating a closed tube, where the 
joint could be inserted, would automatically increase the 
surface area between them and create a stiffer, chemical 
connection. At the global level, on the other hand, the 
stability of the structure could be enhanced using temporary 
scaffolding. Stabilizing the relative position of the 
components and joints would render the structure resistant 

to the uncertain loading patterns associated with a manual 
assembly process.  

 
Figure 11. Post analysis carried out in Autodesk Recap.  

5 DISCUSSION 
The driving ambition of this research project was to 
integrate precise computation of curved folded geometries 
with finite element analysis (FEA) as a design driver for a 
fabrication procedure that stiffened sheet material by 
incrementally deforming it to geometrically defined 
parameters (Figure 12). 

There is a challenge that arises in all complex three-
dimensional assemblies of components, and that is the 
degree of spatial precision that needs to be achieved in 
physical dimensions. What is perfectly feasible to achieve 
in a computer is very often not nearly so easy when it 
comes to physical assemblies. The cause for the difference 
between computational and physical assemblies is the 
accumulation of small dimensional errors and tolerances, 
some of which are due to the buildup of stresses and 
subsequent deformations that occur as more and more 
components are linked to each other. Component 
assemblies tend not to be fully rigid or self-supporting until 
all the components are in place, and so small dimensional 
changes are induced as assembly proceeds and accumulate 
as larger deformations. This limitation will be addressed in 
future research by investigating methods of achieving a 
stiffer component to component joinery system by 
investigating the use of glass-fiber fabrics with a resin 
matrix for the joint system, which has the potential to 
achieve higher stiffness, as well as altering the geometry to 
gain larger contact surface area with the formed metal 
components. Further experimentation will be made with 
RA-SPIF on the surfaces of metal panels of varying sizes, 
and the stiffening effect on clusters and assemblies of 
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differing orders analyzed for spring-back control and to 
explore the relationship of local deformation to regional and 
global deformations. 

Zinc has been chosen for its ductility and non-corrosiveness 
for this research. Further research will address the 
employment of harder metals. The change of material 
would have a direct impact on the choice of the robotic 
forming tool, a reconsideration of the panel framework and 
additional supports, as well as material specific 
considerations such as spring-back. Nevertheless, the 
computational workflow can be applied for panels of 
varying geometries and different sheet metal types.  

Material experimentation and FEA analyses have 
demonstrated that a panel formed with Curved Folding and 
RA-SPIF is significantly stiffer than a panel formed with 
Curved Folding only. Hence, the research demonstrates that 
curved folding and metal sheet forming can enhance the 
structural performance of architectural configurations.  The 
employment of material and fabrication parameters coupled 
with structural behavior as design drivers during the early 
stages of design has the potential to address multiple 
performance criteria embedded in the high level of 
complexity of design processes. This research addresses 
this objective through the careful correlation of data 
pertaining to material properties, the integration of curved 
folding and RA-SPIF, and structural performance as design 
drivers.  

 
Figure 12. Final assembly photo. 
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ABSTRACT
The principle of Topological Interlocking (TI) suggests 
using discrete blocks for assembling self-supporting 
structures. Several studies showed high quality Finite 
Element analyses for simple types of interlocking 
assemblies, composed of either tetrahedral or cubic blocks. 
Recent research has revealed that there are many more types 
of blocks suitable for assembling interlocking structures. The 
presented paper is part of an ongoing research on TI in 
architecture. The current stage of the research focuses on the 
correlation between the geometry of TI blocks and the 
structural performance of the whole assembly. The paper 
presents the results of a series of numerical analyses of 
various TI-based structures, revealing interesting relations 
between geometrical parameters and the force-deformation 
response of TI assemblies.

Author Keywords
Topological interlocking; structural analysis; masonry; 
performative geometry.

1 INTRODUCTION
Recent developments in architectural digital design and 
fabrication imply that in the near future, the possibilities of 
designing and fabricating complex architectural geometries
will be almost unlimited. In a time of departure from the 
modernist ideas of standard and repetition, it seems both 
necessary and desirable to examine new approaches to 
design and fabrication of building structural elements that 
depart from the orthogonal modernist tradition. 

One of such approaches is the principle of topological 
interlocking (TI) – a special case of masonry in which 
building elements are arranged in a way that an entire 
structure is held together by kinematic constraints inflicted 
through the geometry and through the mutual arrangement of 
the elements [7]. Topological interlocking systems have 
several potential advantages in comparison to other 
structural systems. Fragmented systems that are made from 
small elements can be easily fabricated and transported to the 

building site. From the perspective of efficient construction, 
the possibility to maximize the number of prefabricated 
elements and the small size of the single tile can offer a 
decrease in construction time. Another important attribute of 
TI systems is their inherent vibration attenuation mechanism 
that can be advantageous in the design of seismic-resistant 
structures [18]. Moreover, straightforward disassembly of TI 
systems makes them also attractive for temporary buildings. 

Despite their noticeable potential advantages, topological 
interlocking-based building systems were mainly developed 
for shell structures. Only little attention has been given for 
the potential to develop horizontal surfaces (flat 
arches/floors). This can be explained by the lack of 
knowledge on the structural behavior of complex TI 
assemblies, the lack of design tools that can assist in 
developing complex TI assemblies and the lack of 
fabrication methods for TI tiles. 

The paper is part of a research project that focuses on the 
potential of employing TI based structure in buildings. 
Previous research stages have focused on the following 
directions: 

• A thorough review of the history of TI and of the state 
of the art research on the concept of TI [15], [16].

• Development of an algorithm and a computational tool 
for creating new valid TI assemblies [16].

• Discovery of numerous new types of TI block 
geometries and creation of a catalogue of known TI 
block assemblies, based on the suggested algorithm
[17].

• Defining possible directions for building floor assembly 
systems that are based on TI tiles [17].  

Existing research on TI includes studies in several directions. 
Studies that deal with architectural applications of TI mainly 
focus on the aesthetic value of TI assemblies, on developing 
design, fabrication and assembling methods of geometrically 



218

Figure 1. Geometry of the analysis method validation model. (a) sample arrangement of four blocks; (b) top view of the examined structure of 
7*7 blocks; (c) model section; (d) perspective view of the analysis model.

complex structures and the potential diversity in tile 
geometries [1]–[3], [8], [13], [14]. Research on TI-based 
systems as structural elements mainly deals with the 
structural performance of specific tile geometries and 
materials [5], [7], [9], [11], [12]. Additional TI research 
directions focus on the effect of varying a specific geometric 
property of a block on the structural behavior of an 
interlocking assembly. For example, using blocks of the 
same type but with different dimensions, or alternating the 
finish of block faces from smooth to rough surfaces, thus 
increasing the friction between the blocks [4], [6]. However, 
these lines of research focused on different geometric 
properties within the same block typology. Therefore, the 
connection between the tile’s geometry and the structural 
behavior of the TI assembly is still largely unknown.
Especially in relation to the new TI typologies that were 
discovered in the previous stages of the research [15].

The presented research aims to contribute to the body of 
knowledge on the correlation between different tile 
geometries and their structural performance by 
systematically mapping and comparing various types of 
topological interlocking assemblies. The structural 
performance of the TI assemblies is evaluated and compared 
through numerical simulations. The simulations are 
performed in Itasca 3DEC, a discrete element modelling 
software [10]. Since 3DEC was designed especially for 
analyzing discontinuous elements and discrete blocks, such 
as rocks or masonry, it was found to be an appropriate 
software for this type of analysis.

The first part of the paper presents the analysis methodology. 
The second part presents the results and discusses their 
significance. The paper ends with a discussion on the future 
research directions and the challenges in defining the effect 
of block geometry on the structural performance of TI-based 
structures.

2 RESEARCH METHODOLOGY
The research methodology consists of three stages. The first 
stage focuses on the validation of our numerical analysis 
model, comparing its result with experimental and numerical 
results from literature. The second stage focuses on a 
parametric study of the structural behavior of TI assemblies 

based on tetrahedral blocks, and the third stage focuses on 
examining the structural behavior of semi-regular and non-
regular TI assemblies.

2.1 Stage 1 – Model Validation
The simulation results were validated by comparing them to 
the results reported by Feng et al. [9] using an identical 
structure that was analyzed in 3DEC. The model that was 
used for the validation was composed of 49 structural blocks 
arranged in an orthogonal grid of 7x7 cells, four beams, 
acting as a fixed boundary of the model, and a cylindrical 
block used as the indenter (Figure 1). All the building blocks 
were identical regular tetrahedra with the edge length of 25 
mm, height of 17.68 mm and face inclination angle of ~35 
degrees (between each face and a vertical plane). The free 
span between the supporting beams was 87.5 mm. The 
indenter was a cylinder with the radius of 12 mm, positioned 
at the center of the structure. The material properties of the 
block, made of ABS, were density of 950 kg/m3, Bulk 
modulus of 2.03 GPa and Shear modulus of 0.676 GPa 
(which correspond to Young’s modulus of 1.827 GPa and 
Poisson ratio of 0.35). The calibrated joint material 
properties were contact normal stiffness of 2 GPa, contact 
shear stiffness of 0.028 GPa, and friction angle of 17 degrees 
(corresponding to the friction coefficient of 0.3). The frame 
beams and the indenter were defined as rigid blocks made of 
steel. The displacement of the frame was restricted in all 
three directions; the X and Y displacement of the cylinder
was restricted and a constant velocity of -0.5 units was 
applied in Z direction. The sum of reaction forces in Z 
direction of the four boundary beams and the maximum 
displacement in Z direction of the blocks were calculated at 
every time step.

Various model parameters – mainly contact coefficients and 
numerical time steps – that are specific to each analysis 
software, had to be calibrated based on the force-
displacement graph until achieving a satisfactory result. 
Figure 2 shows a very good agreement between the 
experimental response and the simulation, in terms of the 
force-displacement curve.
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Figure 2. Reaction/displacement curves for a base model of 7x7 tetrahedra. Left-to-right: experimental results presented by Feng et al. [9],
numerical prediction obtained in this research, displacement of the model.

Figure 3. Unit dimensions of the main group of models. Left-to-right: 5x5, 6x6, 7x7, 8x8, and 9x9 unit models

2.2 Stage 2 – Parametric Study of the Tetrahedral 
Blocks

Three different sets of models were analyzed to examine 
the effect of basic geometric properties of tetrahedral 
blocks on the structural performance of the assembly. The 
two main parameters that varied were the number of blocks 
in the assembly and the face angle of the blocks. Both 
parameters are supposed to affect the performance of the 
structure: using larger blocks is expected to make the 
assembly more rigid due to the lower number of blocks 
and, therefore, less contact area for block sliding; the 
inclination angle of the block’s faces is assumed to affect 
the friction between the blocks and their ability to slide 
along each other. The number of blocks varied from 5x5 to 
9x9 blocks in each assembly. Face inclination angles 
ranged between 15 to 55 degrees in 5-degree steps. In the 
first group, consisting of 45 models, assembly thickness 
and total material volume changed according to the 
changes of these two parameters (Figure 3). The second 
group consisted of 23 structures that resembled the models 
from the first group but were trimmed to the same thickness 

of 17.68 mm of the base model (7x7 units with 35-degree 
face angle). The third group of models used identical 
structural blocks but implied a different geometry of the 
boundary frame – instead of using four smooth beams, the 
boundary was composed of the same blocks as the structure 
itself. A similar study that focused on 5x5 meter stone 
structure was conducted by Brocato and Mondarini [4].
While their work used a similar strategy, analyzing 
assemblies with varying number of blocks and face angle, 
the study focused on defining whether a flat interlocking 
assembly of tetrahedral blocks behaves more like a bending 
truss or more like a catenary structure. The focus of the 
research presented in this paper is the effect of geometry 
on the maximum load bearing capacity of a structure. The 
results section also presents how the geometry of the 
supporting beams affects the performance of the structures.

2.3 Stage 3 – Topological Interlocking of Semi-Regular 
and Non-Regular Assemblies

The second stage of the research examined a set of TI-
based assemblies composed of semi- and non-regular 
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Figure 4. A sample arrangement of four blocks, a perspective view, and a section of each of the additional four models studied in stage three.
A – grid of 7x10 trimmed tetrahedra; B – grid of 7x10 skewed tetrahedra; C – a model composed of two different polyhedra, based on 

horizontal grid of 5x5 octagons and 6x6 squares; D – assembly of 7x7 cubes, based on 2d grid of non-regular hexagons.

solids. For comparison, several parameters were kept 
similar for all the structures – the overall dimensions of the 
structure; the face angle of 35 degrees; and all blocks that 
exceeded the thickness of 17.68 mm (the thickness of the 
base tetrahedra model) were trimmed to that value. Figure 4
presents four models that were analyzed at this stage.

3 RESULTS

3.1 Stage 2 Results
The performance of the models was compared based on the 
reaction force per unit volume. Figure 5 summarizes the 
relation between the vertical reaction force per unit volume 
and the face inclination of the first group of 44 structures. 
The performance of the two other groups of structures, 
composed of 23 models each, is presented in Figure 6. The 
results of the first three groups of structures showed similar 
trends related to the examined parameters.

Figure 5. Vertical reaction force (N) per unit volume (mm3) of 
the first group of tetrahedra-based structures.

The results show a clear relation between the number of 
blocks and the strength of the structure – assemblies with 
fewer blocks sustain higher loads. In these analyses, the 
deformation of the structure is dominated by sliding of the 
blocks caused by the indenter and not by fracture of the 

Figure 6. Vertical reaction force (N) per unit volume (mm3) of 
tetrahedra-based models trimmed to the same thickness. 23

structure variations supported with smooth beams (top) and 23 
variations supported with tetrahedra-shaped beams (bottom).

blocks. Hence, models with more blocks have more sliding 
interfaces and the blocks themselves are smaller. 
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Therefore, these models are more flexible and the opening 
that a unit can fall through can be smaller.

An additional observation is that the sustained load 
increases with the increase in the face inclination angle. 
This behavior is reasonable because as the inclination angle 
increases, larger forces are transmitted by normal contact 
on the block’s face, and smaller forces are transmitted by 
tangential friction. This provides an increase in the overall 
load-bearing capacity.

The results of the third group show that the use of more 
complex boundary geometry instead of smooth beams 
significantly increases the strength of the structure. The 
assemblies in the third group performed 15%-40% better 
than their equivalents from the second group. While in the 
first two groups the units are restrained by the beams in 
only one horizontal direction – perpendicular to the beam, 
in the third group both perpendicular and parallel 
movement to the beam is blocked in the horizontal plane, 
leading to an increase in the magnitude of the sustained 
load.

3.2 Stage 3 Results
Stage 3 examined the structural behavior of semi-regular 
and non-regular TI assemblies, see Figure 4 for the 
examined geometries. The maximum reaction magnitude 
per unit volume obtained for the models ‘A’, ‘B’, ‘C’ and 
‘D’ was 2.94e-3, 1.05e-3, 6.77e-3 and 1.49e-2 N 
respectively (see also Figure 7). Figure 8 presents the 
deflection of the four models by the end of the analysis. 
Model ‘A’ had a reasonably reduced performance, 
compared to the base assembly of 7x7 tetrahedra since it 
uses a larger number of blocks. Case ‘B’ presumably 
performs worse than case ‘A’, even having the same 
number of units, due to the lack of symmetry – the 
horizontal forces acting on each block do not stabilize each 
other, but rather cause rotation of the blocks and earlier 
horizontal expansion of the structure.

Figure 7. Stage 3 results summary. Force/deflection curves of the 
four models (top) and max reaction per unit volume (bottom).

Figure 8. Vertical displacement top and section views of the four structures tested in stage 3 at max reaction moment.
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However, confirming this idea requires further 
investigation of non-regular blocks. While model ‘C’ was 
composed of 61 blocks, its performance per unit volume 
was similar to the assembly of 6x6 tetrahedra, and just 
slightly lower than that of 5x5 blocks. In this case the 
increased performance is caused by the fact that model ‘C’ 
is composed of a main grid of 5x5 large blocks and a 
secondary grid of small tetrahedral blocks. The additional 
tetrahedral blocks may compromise the performance of the 
structure, but at the same time they also reduce the relative 
volume significantly, making better use of the material.

In case ‘D’ the structure was composed of 51 slightly 
distorted cubes and, surprisingly, it performed much better 
than any of the previously described models. In terms of 
the geometry, there were two main differences between this 
assembly and the others. First, on two opposite sides of the 
fixed boundary beams, three faces were supporting each 
block of the structure and not just two faces as in other 
cases. Second, the distribution of the loads seemed to be 
more effective in a hexagonal grid of blocks, and,
therefore, the whole structure performed better than other 
cases, that were based on orthogonal grids.

4 CONCLUSIONS AND FUTURE RESEARCH
This paper presents the results of an ongoing research that 
focuses on the potential to employ TI-based tiles for 
building floor elements. The current stage of the research 
addresses the relation between the geometry and 
dimensions of TI blocks and the structural performance of 
the assembly.  

The systematic analysis of 90 tetrahedra-based structures 
points out a direct relationship between the number of units 
in an assembly and the face angle of individual tetrahedral,
and the structure’s effectiveness per unit volume. The 
results show that a higher number of tiles, and also using 
blocks with lower face inclination angle reduce the 
structure’s strength.

It is important to note that although our simulations were 
validated based on the results of previous research, it is 
important to validate and calibrate the simulations with 
physical experiments that we plan to perform in the next 
stage of the research.

Additional research is needed to broaden the investigation 
on the dependence of the structural performance of TI 
assemblies on the block geometry. Future work will focus 
on analyzing the various new TI block geometries that were 
discovered at earlier stages of this research. 

Examining possible ways to support the boundaries of TI 
block assemblies seems to be another research direction 
worth pursuing - analyzing two different types of boundary 
beams revealed that the design of the beams has a 
significant effect on the strength of the whole structure.
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 ABSTRACT 

This paper describes the development and results of 
strategies for improving the environmental and economic 
aspects of concrete structures. As (marine) sand suitable for 
concrete construction is becoming increasingly scarce, 
concrete construction is becoming consequently 
increasingly expensive. Thus, the need for an alternative 
building material arises. 

The inclusion of PET as a replacement for sand and making 
use of 3D printing as a fabrication method is examined, and 
the effect on structural performance will be examined 
further by using a gradient of plastic content. Research 
methods include the employment of computational design 
and 3D-printing fabrication tools that incorporate geometric 
and material constraints tested one-to-one on physical 
samples. 

Due to the fact that the material composite functions best in 
compression, a shell is chosen as a specimen for 
computational analysis. Based on the global shell´s 
structural limitations of concrete the effect of local variation 
in material composition is analysed and evaluated. 

The goal of the present research is to illustrate a design 
approach for similar material systems with the aim of 
improving material properties for use in more 
environmentally tolerable, efficient and economical 
building, while testing geometric and material constraints as 
well as using low cost fabrication methods. 

Author Keywords 
Material-system; 3D Printing concrete; functional 
gradient; PET in concrete; environmental and 
economic sustainability.

1 INTRODUCTION 
The age of mass industrialization has resulted in emergence 
of strategies for material optimization as an outcome of 
post-rationalization of the component’s morphological 
characteristics. In the architectural paradigm, this approach 

SimAUD 2019 April 07-09 Atlanta, Georgia 
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has been translated as ‘Material follows form’. With the 
advent of the digital era ‘material informs structure informs 
form’ is the new design paradigm. Architecture up to the 
neo-modernist era has witnessed component assemblies 
wherein the structural properties remain constant even as 
the geometric parameters of the global form vary. In nature, 
however most materials are engineered with anisotropic 
structuring to adapt to external constraints introduced upon 
them during growth [1]. 

This paper describes the outcomes of research conducted as 
a part of a master's thesis during the Emergent 
Technologies and Design Program (2018) at the 
Architectural Association, London. The aim was to develop 
a novel strategy for the construction of low-cost concrete 
structures by additive manufacturing of a cement-based 
composite using recycled PET bottles as replacement for 
sand. Research methods take into consideration the material 
limitations and geometry optimization to employ 
computational analysis in fabrication techniques. Research 
objectives focus on the re-interpretation of a traditional 
material system - plain cement concrete, towards its 
advancement within the domain of additive manufacturing 
and advanced computational techniques. 

Material exploration along with advanced computational 
design can aid in optimizing architectural solutions for 
achieving higher structural and environmental performance. 
By identifying the range of material properties through 
series of experiments, a range of possible architectural 
outcomes can be predicted. To widen the response of 
architectural assemblies to external parameters a gradient of 
material properties is thus tested and evaluated. A shell 
typology is deemed ideal for implementing and analysing 
the performance of a functional gradient as the fabrication 
methodology. This is due to the fact that domes function 
best in compression as well as due to uniform curvature 
along both directions. 

Sand is a major component (2Ú3) of concrete. As (marine) 
sand suitable for concrete construction is becoming 
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increasingly scarce [2], concrete construction is becoming 
consequently increasingly expensive. Thus, the need for an 
alternative building material arises.  

Most affected are economically weak areas that are 
dependent on concrete as a construction material. One such 
example is Mumbai. 

In previous research, polyethylene terephthalate (PET) as a 
replacement for sand has been found to be a more 
environmentally tolerable and economic component of 
concrete, although the low bonding nature of PET and the 
material matrix of PET resulted in lower compressive and 
tensile strength [3]. Recent studies at MIT have shown that 
the treatment of PET with gamma irradiation changes 
PET’s properties such that the PET-concrete mixture was 
15% stronger than conventional concrete [4]. This research 
shows one method of improving the materials performance 
while making it more environmentally tolerable by 
reducing the amount of cement in concrete. This is an 
attempt to extend the application of PET in concrete outside 
the research domain into novel architectural systems. 

The goal of the present research is to develop a design 
approach for similar material systems with the aim of 
improving material properties for use in a more economic 
means of building that is environmentally tolerable and 
efficient and at the same time to testing geometric and 
material constraints, as well as the use of low cost 
fabrication methods. 

2 RESEARCH DEVELOPMENT 
This section describes the analytical procedures that permit 
critical reflections on the investigation of the material, the 
development of the material system and the design proposal 
allowing for a sustainable usage of the material system. 

2.1 Material Adaptation to Extrusion Standards 
In the use of plastic in concrete, casting is the only 
fabrication method presently employed. However, it is 
known that bonding in concrete is increased by extrusion. 
This effect would appear to be a logical tool for improving 
the weak bonding between PET and cement.  

Extrusion of PET in concrete shows the need for a drastic 
decrease in water content. With respect to the water/cement 
ratio on the one hand, water reduces the material strength, 
so that its content is kept as low as possible. On the other 
hand, adequate water content is essential for encasing the 
aggregate. This assures a higher bonding surface area, 
which is one of the criteria defining material strength [5].  

Therefore the addition of plasticizer is needed. In addition, 
fly ash was added to make the material composition more 
pasty. Another result following from the transition from 
casting to extrusion was the need to reduce PET flake size 
from 4 to 3 mm, while in casting it was found that the 
maximum flake size is most efficient in terms of material 
strength [3]. 

Figure 1. Samples for structural tests of Concrete and of PET in 
Concrete as a gradient 

Material 
C.01
(%)

C.02
(%)

C.03
(%)

C.04
(%)

Aggregate 
(Sand+PET) 

A.60
(S.100) 

A. 60
(S.80+P.20) 

A. 60
(S.50+P.50) 

A.60
(S.77+P.23) 

Cement 30 30 30 30 

Water 10 4.4 1 5,1 

Plasticiser - 3 5 2,7 

Fly ash - 2.6 4 2.2 

Table 1. Comparisons of Extrusion Composition of plain concrete 
(C.01), 20% PET in concrete (C.02), 50% PET in concrete (C.03), 

and a functional gradient from plain concrete to 20% PET in 
concrete to 50% PET in Concrete (C.04) 

In the following compositions and parameters of the 
inclusion of 0% (C.01), 20% (C.02) and 50% PET (C.03) in 
concrete are described. (see table 1) 

Variable parameters: Water/cement ratio, percentage of 
PET replacing sand. Fixed parameters: PET flake size (3 
mm), cement/aggregate ratio (1:2). It is known that water 
absorption of plastic is low so that there is a higher amount 
of free water when PET is included in the composite. 
Increasing the amount of PET in concrete therefore required 
reduction of the water/cement ratio. An extremely low 
content of water was concluded as it prevents the separation 
of water from the material matrix (free water). Under these 
conditions the bonding of PET to the material matrix 
appeared to be low. The addition of a plasticiser was 
therefore held to be necessary to achieve the right balance 
of fluidity. 

Variable parameters: Plasticiser, percentage of PET 
replacing sand. Fixed parameters: PET flake size (3 mm), 
cement/aggregate ratio (1:2), water/cement ratio adapted to 
amount of PET in concrete. Plasticisers are added to 
concrete to reduce the necessary amount of water. 
Increasing the amount of PET therefor increases the 
necessary amount of plasticiser. 

Variable parameters: Fly ash, percentage of PET replacing 
sand. Fixed parameters: PET flake size (3 mm), 
cement/aggregate ratio (1:2), water/cement ratio adapted to 
amount of PET in concrete. Fly ash is used to make the 
material composition more pasty, which is a required 
property for the extrusion of concrete [6].The water content 
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is reduced while the amount of PET, plasticiser and fly ash 
is increased. 

A constant factor for both fabrication methods is the 
maximum percentage of PET flakes (50%). The best 
buildability was achieved by a rectangular nozzle cross-
section with an area of 600 mm2. The explored material 
composition adapted to achieve extrudability also 
corresponds to a reasonable workability of about 45 min. 

2.2 Examination of the Extrusion Method 
All mechanisms were first tested with plain concrete and, if 
successful, tests were made successively with 20% and 
50% PET in concrete. The first tests were conducted by 
making use of a gear mechanism. Generally, this method is 
employed when using concrete, while a constraint is the 
maximum particle size of 1 mm. Both The size of PET 
particles and the clay-based nature of the cement used 
might be the reason for the failure of the mechanism. A 
pump mechanism allowed plain concrete to be extruded 
successfully. On the other hand, addition of PET reduced 
the extrudability to nearly zero. Air pressure is a fabrication 
method that is generally used for the extrusion of clay. Test 
results were unsuccessful. The material emission could not 
be controlled as the lighter material (PET) splashed out or 
did not extrude. The reason for the lack of control over the 
material when extruding could be the presence of sand. The 
necessity for a more equal application of pressure is 
implied. A manual pump mechanism achieved successful 
extrudability. However, a man-made process could not 
achieve equal distribution. This could be a result of the 
applied force not being constant. A lever mechanism was 
then employed and resulted in equal distribution and 
therefore leads to well-controllable extrusion of PET in 
concrete (see figure 2). 

2.3 Evaluation of Material Performance 
The criteria for material performance are the elastic 
modulus and the flexural and compressive strength. Tests 
conducted should provide an understanding of the material 
properties. Tests are applied on the three different material 
compositions of plain concrete, 20 % PET in concrete, 50% 
PET in concrete and the functional gradient composition 
(From Plain concrete, to 20% PET in concrete, and to 50% 
PET in concrete). Since the availability of tools was 
limited, physical tests are carried out on a smaller scale than 
generally required and thus leading to a more abstract 
representation in the increasing forces. 

Bending test: The 3-point bending test evaluates the tensile 
strength and elastic modulus of the material. A sample of 2 
x 2 cm (width x height) and a length of 10 cm was tested. A 
concentrated load is applied to the centre while the two 
ends rest on supports. Tests values are evaluated on the 
slope and angular coefficient of the stress deflection curve. 
As a source of force a bucket of water is used and is 
centrally installed on the sample. This allows incremental 
increases of force by adding water. 

Compression test: In this test, the force applied to the 
sample is increased until the material reaches its 
compression limit and cracks. The material sample, in the 
form of a cylinder with a diameter of 2 cm and a height of 2 
cm, is placed on a flat surface and loads of 1 kg are applied. 
Increasing the force uniformly and continuously was not 
possible due to the restricted tools available. This method is 
thus an approximation for load application and therefore the 
measures of compressive strength are not precise. 

A comparison with other construction materials is made to 
position the extruded PET in concrete in the context of 
building materials. For the selection of the materials, 
lightweight concrete and materials with high compressive 
strength are compared with PET in concrete [7]. The 
improved strength is hoped to stimulate the usage of plastic 
in concrete in architecture. By using extrusion as a 
fabrication method material performance of PET in 
concrete increased. Although the values still show 
substantial differences in material performance of concrete, 
especially with regard to compressive strength (see table 
2.).  

Material 
Compressiv 

MPa 
Flexural 

MPa 
Elastic m. 

GPa 

Granit 130 4.8 52 

Concrete 53 5 38 

Gradient 
50%PET to 

Concrete 
45 4.7 31 

Concrete 20% 
PET 28 4.5 24 

Concrete 50% 
PET 17 4.2 13 

Common 
brickwork 7 0.35 9.6 

Optical fibre 50 7 27 

Table 2. Comparison of results for compressive strength, flexural 
strength and elastic modulus between different plastic in concrete 

compositions and other building materials 

 Figure 2. from left to right: Gear, Pump, Air pressure, Lever 
mechanism
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2.4 The Gradient Subjected to its Morphology 
With the aim of proposing an alternative to concrete as a 
building material, a functional gradient is suggested as a 
means of further improving material performance. By the 
functional use of different material compositions, ranging 
from 50% PET in concrete to plain concrete we hope to 
achieve similar material performance, while including the 
maximum amount of PET in concrete. We propose a 
material system with a functional gradient between strength 
and ductility responding to the stresses in a shell. The 
functional gradient consists of three different compositions: 
Plain concrete, 20% PET in concrete and 50% PET in 
concrete (see table 1). The functional implementation of the 
different material compositions is applied to the thickness 
and varies layer-wise. The logic of the functional material 
gradient is inspired by the anatomical principle of the 
human skull. In other words, in a shell, more ductile 
material forms the inner part, whereas the stronger material 
must be distributed on the surfaces (outermost layers = 
concrete; following layers = 20% PET in concrete; 
innermost layers = 50% PET in concrete) (see figure 1). 
The structural performance of a functional gradient applied 
to the thickness is tested. The layer-wise change of the 
different compositions from plain concrete to sand 
replacement by 20% PET in concrete to sand replacement 
by 50% PET in concrete showed no effect on the bonding 
of the layers. Using the same test set-up as described above, 
material performance of the functional gradient shows 
values that are approximately the same as those of plain 
concrete (see table 2). 

2.5 Global Form Finding 
To understand the spatial boundaries of structures 
fabricated with a gradient in thickness from 50% PET in 
concrete to plain concrete, a digital model of a shell was 
constructed on the basis of the material properties. The 
starting point for the model was a simplified model of the 
Pantheon, the dome which has the largest span of 
unreinforced concrete [8]. The construction parameters 
were then optimised until the applied membrane forces 
were in equilibrium. The maximum span-to-thickness ratio 
for constructing hemispherical shells using a gradient from 
50% PET in concrete to plain concrete was 40:1.  Geometry 
and amount of curvature influence the structural stability of 
shells [9]. It was observed that under self-weight, a gradient 
from 50% PET in concrete to plain concrete can withstand 
loads for up to a span-to-height ratio of 1.11. (see Figure 3). 
For further lower span-to-height ratios, the compressive 
stresses exceeded the yield point (45 MPa) (see figure 3). 

2.6 Geometric Constraints 
In order to evaluate effects of the proposed material system, 
physical and computational examinations are conducted on 
the proposed material system and plain concrete. To 
explore geometrical constraints, both a maximum mesh 
span and the maximum achievable curvature were tested 
physically. The data should be further examined in digital 

experiments to define limits of global dimensions and mesh 
dimensions.  

Mesh span: The mesh span experiments were conducted on 
a double-curved formwork. Positive results in the 
application of the material gradient on complex surfaces 
were seen (Gaussian curvature from +5 to -5). The 
maximum mesh size achieved by the material system is 8 
cm, while plain concrete could span a maximum mesh size 
of 12cm. (see figure 4) 

Curvature: To explore the extrusion on high slopes and high 
curvatures, extrusion is implemented on a sphere. Extrusion 
of the functional gradient material composite could be 
conducted up to a slope of 72°, whereas for extrusion of 
plain concrete the maximum slope was 69° (see figure 4). 

This data is further examined in digital experiments to 
define the specimen’s limits of global dimensions and mesh 
dimensions. As a computational specimen a shell is chosen. 
A concrete shell and a shell consisting of the functional 
gradient from 50% PET in concrete to concrete are 
compared to examine the effect of the reduction of sand in 
the latter one, while taking into account the capability of 
concrete to withstand higher stresses. The two shells have 
the same global dimensions (radius 2.0) while one shell is 
given the maximum mesh dimensions and material 
constrains of the material system and the other one is given 
maximum mesh dimensions and material constraints of 
concrete. Topology optimization was used in order to 
evaluate the effect of the proposed material while taking 
into account the capability of concrete to withstanding 
higher stresses.  

Figure 3. top: computational specimen of a shell of the proposed 
material system and concrete. Bottom: Range of possible span-to-

height ratios for hemispherical shells
proposed with plastic in concrete 
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Figure 4. top: max mesh  spans achived by concrete (left) and the 
proposed material system (right). Bottom: Tests on double 

curvature and on a dome in order to explore material constrains 

The outcome of typology optimization results in the 
minimum amount of material capable of withstanding the 
stresses acting on the specimen. In addition, the produced 
stresses are examined here. The amount of material defines 
the amount of sand being used and therefore the effect of 
reducing sand in concrete by means of the proposed 
material system. The computational model shows that the 
proposed material system requires 13.1% less sand than the 
plain concrete shell (see figure 3).  

In conclusion the initial reduction of 23% of the amount of 
sand compared to conventional concrete was decreased to 
13,1% due to material and geometrical constrains. 

DISCUSSION 
The use of PET as a replacement for sand in concrete 
should trigger more research in exploring other replacement 
materials for sand. With respect to this, rubber might be 
considered for testing as a replacement for sand. The 
selection of the replacement can be site-specific and 
respond to both environmental and spatial needs.  

One of the key aims of this research is to illustrate a design 
approach for similar material systems using a functional 
gradient to improve material properties and to offer a more 
efficient, environmentally tolerable and economic way of 
building. The presented strategy for the material gradient 
(strength to ductility) is specific to its morphology 
(hemispherical shells) and its architectural application. The 
gradient is therefore subject to analysis of its global shape. 
Making use of the forces acting on the material during 
extrusion can also provide information for further 

improvement of other material systems. This requires firstly 
examination and analysis of potential material adaptation to 
extrusion standards (such as adaptation to millimetre scale, 
to viscosity grade) and, where applicable, the effects of 
compressive forces in the extrusion process. Further, a 
computational analysis examines and evaluates the material 
system on an architectural scale. In order to take the 
differences of the compared composites in their capability 
to withstand forces into account, typology optimisation is 
found to be an adequate tool for comparing the material 
systems.   
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ABSTRACT 
Tensegrity structures are among the most efficient types of 
structures. Since the introduction of tensegrity structures by 
Richard Buckminster Fuller, there has been a lot of interest 
from architects and engineers to further study tensegrity 
structures and expand their use cases and application. 
Roadblocks such as complexity of simulation and 
unpredictability of their behavior, as well as their nonlinear 
reaction to side forces, have made it difficult to use them 
routinely in the realms of architecture and engineering. Many 
research projects have studied the dynamics of tensegrity 
structures and possibilities for expanding them beyond a 
single module. While most of the previous research 
contributes to the control systems for interdependent 
tensegrity modules, limited research has been performed on 
simple ways to expand the tensegrity systems using 
independent modules or blocks. The objective of this paper 
is to introduce a new method for easy expansion of tensegrity 
structures using independent modules. Leveraging 
experimental methods, a new component called “node” is 
introduced to the tensegrity module to provide the possibility 
for the interaction of two adjacent modules. Simple grids of 
the new expandable modules are simulated to verify the 
stability of newly designed systems and identify the key 
variables for controlling interdependent modules. Factors 
such as tension, displacement, and utilization are also 
analyzed in the simulations. 
Author Keywords 
Tensegrity; Lightweight Structures; Parametric Simulation; 
Modularization; Performance Analysis. 

1 INTRODUCTION 
There are a lot of forces, internal or external, acting on each 
building. Some of these forces, called compressive, push the 
building elements, while the other ones, called tensile, pull 
them. Until the recent decades, the only available materials 
for building the structures were only able to resist 
compressive forces. The advancements in the development 
of durable tensile materials in the past few decades have 

provided the opportunity to use these materials more 
conveniently in the structure of the buildings [11]. 

Richard Buckminster Fuller found the gap between the 
complicated structures in nature and the man-made 
structures heavily focused on resisting compressive forces. 
Buckminster Fuller was interested in finding a way to add 
the neglected tensile part to the man-made structures. 
Therefore, he came up with the word “Tensegrity” which is 
derived from the phrase “tensional integrity”. Tensegrity 
structures have received a lot of attention in the recent 
decades by architects and engineers mainly because of their 
efficient structure and geometry [11]. 

Based on the definition by Anthony Pugh [11], a Tensegrity 
system is “a set of discontinuous compressive components 
interacting with a set of continuous tensile components to 
define a stable volume in space”. The simultaneous use of 
compressive and tensile components in tensegrity structures 
has made them lightweight. Therefore, they provide high 
structural stability as a result of their pre-stressed shape [6] 
and mass efficiency [13]. Another advantage of using 
tensegrity structures is their responsiveness to external forces 
and events like earthquakes and winds which makes 
tensegrity a great structure to be used in responsive 
architecture [13]. 

A significant amount of research has been performed on 
deployable tensegrity structures and tensegrity form-finding. 
Sultan et al. [14] have developed control strategies for 
tensegrity structures. Other research has focused on the form 
analysis and the stability of the tensegrity structures to 
overcome the static problems. Pellegrino [10] has focused on 
the form-finding of tensegrity structures to build a class of 
tensegrity domes. The other research papers on tensegrity 
form-finding include the work of Vasart and Motro [16] and 
Motro [7]. 

Despite the wide range of research on the tensegrity 
structures mainly focused on optimization and form-finding, 
limited research has been performed on the use cases of these 
structures in civil engineering such as buildings, bridges, etc. 
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External loads make the tensegrity structures react in a 
nonlinear way. Considering that tensegrity structures are 
often lightweight and flexible, small amounts of external 
force might have big impacts on the stability and formation 
of the critical components [12]. Therefore, one of the 
challenges in working with tensegrity structures have been 
the complexity of predicting their behavior and determining 
their state when applying forces [12]. There have been 
studies to predict the behavior of tensegrity structures using 
nonlinear techniques [9]. Barnes [1] introduces a technique 
called dynamic relaxation, Vasart and Motro [16] offer the 
force density technique, and Paul et al [8] offer the stochastic 
search method. A review of most of these methods and other 
form-finding methods can also be found in the work of Tibert 
and Pellegrino [15], as well as Juan and Tur [3]. Nonlinear 
methods are also developed in this area by Kebiche et al [4]. 
Most research studies have focused on the optimization of 
tensegrity structures to be used as lightweight structures that 
are controllable by changing the tensional and compressive 
variables and components [5]. 
2 DEVELOPING TENSEGRITY MODULES 
Pugh [11] offers a variety of elementary tensegrity modules 
based on polygonal forms. The simplest method for defining 
tensegrity is using two-dimensional polygons in which the 
compressive components (struts) are the diagonals of the 
polygon and the tendons are the edges of the polygon. Figure 
1 represents two samples of two-dimensional modules. 

  
Figure 1. Samples of two-dimensional modules. Red lines 

represent compressive components and black lines represent 
tensile components. 

Three-dimensional modules are developed by adding 
elements to the two-dimensional modules. The simplest 
three-dimensional modules introduced by Pugh [11] are 
created by forming platonic polyhedrons like cube or 
octahedron, in which the structs pass through their center and 
form the edges of the polyhedron and the tendons for their 
diagonals. 

After providing a few samples of simple tensegrity modules, 
Pugh [11] introduces more complex modules that can be 
created by the diamond pattern or the circuit pattern. Pugh 
has used these patterns to explain the processes of expanding 
the basic two-dimensional figures to four-layer patterns. He 
uses the geodesic polyhedrons studied by Buckminster Fuller 
[2] and the circuit pattern to explain the creation of tensegrity 
modules based on geodesic polyhedrons. Pugh [11] argues 
that geodesic polyhedrons can be used to develop large 
complicated circuit-pattern tensegrity systems. 

3 PROBLEM STATEMENT 
Despite all studies on the optimization of tensegrity 
structures, limited methods are offered for simple 
modularization of tensegrity structures. Most methods 
studied in the literature review involve complicated 
calculations or are not compatible with the common 
definition of tensegrity structures which relies on 
“discontinuous” compressive components and “continuous” 
tensile components [11]. There are a few methods offered in 
the literature review including methods by Pugh [11] to 
create a modular system for tensegrity structures. However, 
a method for modularizing tensegrity structures using 
independent tensegrity blocks could not be found. The 
objective of this research is to design tensegrity modules that 
can independently work together to form a tensegrity surface 
or grid. Pugh [11] suggests that two effective methods for 
evolving new tensegrity systems are to find a “new 
relationship” between compressive and tensile components, 
as well as “extending an existing idea or figure”. Considering 
these two methods and manipulating existing modules, this 
study offers a novel technique for expanding tensegrity 
systems using independent tensegrity modules or blocks. 
Simulations have been performed on the designed blocks and 
grid to analyze the forces acting on the structures and identify 
the variables impacting the stability and form of the outcome 
tensegrity grid. 
4 METHODOLOGY 
4.1 Experiments with Existing Modules 
In this research, the common existing polyhedron-based 
tensegrity modules developed by Buckminster Fuller [2] are 
chosen for the experimental design of a new tensegrity 
system. Various physical models of the existing tensegrity 
systems were created to understand the possibility of 
manipulating the modules to create a new system for 
expanding tensegrity structures. The models based on 
platonic polyhedrons were used in these experiments. 

In the experiments, the feasibility of combining different 
modules by placing them adjacent to one another was also 
studied. The outcome of combining the modules without any 
manipulation usually results in crossing compressive 
components or discontinuity in the tensile components which 
will violate the definition presented by Pugh [11]. 
4.2 Manipulating the Existing Modules 
In the next step of the experiments, the possibility of 
manipulating the existing modules was studied. Based on the 
experiments, manipulating the compressive components 
violated the definitions of tensegrity or did not create new 
opportunities for further expansion and developments of the 
tensegrity systems. 

In a separate set of experiments, the possibility of 
manipulating tensile components was studied. Considering 
the tensile components as tensile surfaces, manipulating the 
tensile components is feasible if the net forces of the new 
pattern equal the net forces of the existing tensile surface. 
Therefore, in tensile surfaces of each component, the edges 



233

of the surface can be replaced with tensile components that 
meet at the centroid of the surface and have the same net 
forces. As represented in Figure 2, in a triangle, the two 
vectors can be replaced by their resultant vector and the 
concept can be expanded to the existing tensegrity patterns. 
The top row shows the triangular pattern of the tensile 
surfaces for different existing tensegrity shapes. The bottom 
row shows the proposed components to be replaced with the 
original components while maintaining the same net forces. 
The method could be applied to all elementary modules 
introduced by Pugh [11] (Figure 3). In the experiments of 
this study, the possibility of manipulating the tensile 
components in icosahedron module was studied. In the 
icosahedron module, which has triangular tensile surfaces, in 
each triangle, if the edges are replaced with components that 
meet at the centroid of the triangle, the net forces of the 
tensile components would remain the same. However, it will 
create a new component at the centroid which does not exist 
in the old module. 

 
Figure 2. Manipulation of tensile surfaces while maintaining the 

same net forces. 

 

 
Figure 3. Replacing the edges with components meeting at the 

centroid in elementary tensegrity modules. 

4.3 Newly Added Component 
The new centroid component which will be called a “node” 
in this study, keeps the stability of the module with keeping 
the net forces constant while providing the opportunity to 
engage the tensile surface with the compressive components 
of the adjacent module. Replacing the eight triangular tensile 
surfaces of the old module, with the new pattern results in 
the same number of tensile components plus eight nodes. 
Figure 4 shows these nodes in the evolved icosahedron 
module. 

Further experiments were performed to study the 
expandability of the new icosahedron module by placing the 

modules adjacent to one another. As Figures 5 and 6 
represent, the newly added “node” component helps to 
connect the compressive components of one module to the 
nodes of an adjacent module. Although it cannot produce a 
free-form tensegrity surface or grid, it creates an expandable 
system using independent tensegrity blocks or modules. 
While most of the research performed on the expansion of 
tensegrity structures, including the studies by Pugh [11] 
focus on the expansion of one module or finding new 
patterns using complicated calculations, the expansion 
patterns in those studies create interdependent modules, 
meaning that the structure would not be stable until all 
compressive and tensile components are placed. The method 
offered in this study using nodes will eliminate the need for 
dependent modules. Each module can be constructed 
separately and be combined with the adjacent modules for 
further expansion using the appropriate joints and 
construction details. This characteristic helps to overcome 
one of the most common problems of tensegrity structures 
which is the complexity of expanded system design. Using 
the proposed method, the modules can be prefabricated and 
then combined at the location. 

 
Figure 4. The newly added “node” component (highlighted in red) 

in the icosahedron module from different views. 
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Figure 5. The expanded icosahedron module. The nodes of each 

module are connected to the struts of the adjacent module. 

 
Figure 6. Linear expansion of the icosahedron module, a) front 

view. b) plan view. 

The same changes are applicable to other circuit-pattern 
modules introduced by Pugh [11]. If the old tensile 
components are replaced with the new ones plus the node, 
the modules could be expanded. Figure 7 represents the 
changes in some circuit-pattern modules. The evolved 
modules can possibly be expanded to linear forms or grids 
with the addition of the nodes (Figures 8 and 9). 

 
Figure 7. Evolving circuit-pattern modules with the addition of 

nodes. 

 
Figure 8. Linear expansion of a simple evolved module. 

 
Figure 9. Expansion of a simple evolved module to a tensegrity 

grid with the addition of nodes. 

5 SIMULATING THE PERFORMANCE 
5.1 Analyzing Tension 
After the experiments to design a new system for expanding 
tensegrity modules with adding new “node” components, the 
new system is simulated to verify the stability and to identify 
the variables impacting the form and design of the new grids. 
Tensegrity structures are geometrically nonlinear. Therefore, 
when the structure is reached to a stable configuration, 
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identifying the length of compressive components and the 
tension in the tensile components allow controlling the stress 
level of the structure [15]. Kangaroo physics engine was used 
as the tool for simulating the tensions and formation of the 
evolved grid. Kangaroo is an interactive simulation engine 
used for form-finding, optimization, and solving constraints. 
In the expansion methods studied in the literature review, the 
stability of the entire system is dependent on every single 
compressive and tensile element. Therefore, the tensegrity 
system would not be stable until all components are in place. 
The objective of simulations performed in this study aims at 
finding out whether independent self-stable modules can also 
form a stable grid. A grid of evolved icosahedron modules 
was modeled to be tested in terms of stability and formation. 
Three sets of simulations were defined, and various 
pretension indexes were applied to each set of experiment. In 
the first two sets, the grid is considered as a covering 
structure similar to a roof, and in the third set, the grid is 
considered as a dividing structure such as a wall. 

In the first set of experiments, the grid was set to be hanging 
from four supports on the corners of the grid. Simulations 
were performed with tension indexes ranging from 0.0 to 1.0. 
Figure 10 represents the form of the grid relative to each 
index. 

In the next set of experiments, the same grid was defined and 
tested with the pretension indexes ranging from 0.0 to 1.0. 
This time, the supports were increased to all compressive 
components on the edges of the grid. Figure 11 shows the 
form of the grid after applying each pretension index. 

In the last set of simulations, the same grid was placed 
vertically on the ground, with all compressive components 
touching the ground acting as supports. Similar to previous 
experiments, pretension indexes of 0.0 to 1.0 were applied to 
the grid (Figure 12). The observations in this set of 
simulations conclude that when the supports are placed on 
the ground, the pretension variable does not have significant 
impacts on the form of the evolved grid. 
5.2 Utilization and Displacement Analysis 
In order to understand how independent modules react in the 
grid in terms of loads and stress, simulations have been 
performed using Karamba 3D. Karamba 3D is a structural 
analysis tool that analyzes the spatial frames and trusses. The 
same grid used as a dividing structure was also used in this 
simulation. The grid was analyzed in terms of displacement 
and utilization to identify whether the independent modules 
can tolerate the loads and stress of the adjacent modules. 
Figure 13 represents the displacement values of the vertical 
grid. Displacement shows how much the components are 
moved under loads. The utilization factor is shown in Figure 
14. Utilization represents the stress of the elements under the 
loading. Based on the observations, the grid of independent 
modules tested in this experiment shows large values of 
displacement while it does not show risky values of 
utilization, making the independent modules form a stable 
grid. 

 

 

 

 
Figure 10. Analyzing tension with the grid hanging from four 

supports. 

Pretension index: 0.005 

Pretension index: 0.1 

Pretension index: 0.22 

Pretension index: 0.5 
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Figure 11. Analyzing tension with the grid hanging from supports 

across the edges of the grid. 

 
Figure 12. Analyzing the tension of the vertical grid with ground 

supports. 

 
Figure 13. Displacement analysis of the vertical grid. 

 
Figure 14. Utilization analysis of the vertical grid. 

Pretension index: 0.005 

Pretension index: 0.1 

Pretension index: 0.22 

Pretension index: 0.5 
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6 DISCUSSION AND CONCLUSION 
Tensegrity structures have been around for decades. 
However, the use of tensegrity structures is not common, 
especially in architecture and civil engineering. While there 
have been many studies on the optimization of tensegrity 
structures, limited research has been performed on their 
modularization. Unlike common methods of expanding 
tensegrity structures which involves every single component, 
the method proposed in this research consists of independent 
modules expanded using a new component called “node”. 
Adding a node at the centroid of the tensile surfaces in 
tensegrity modules provides the opportunity to combine 
adjacent independent modules while maintaining 
compliance with the common definition of tensegrity 
structures. To verify the stability of structures in the 
proposed method, simulations have been performed to 
analyze the tension, displacement, and utilization of the 
modules. The variables involved in the formation of the grids 
are the pretension index in the tensile components and 
number of supports. With adjusting the number of supports 
and the pretension index of the tensile components, the form 
of the grid can be controlled. Displacement analysis shows 
large displacements values, specifically for the modules that 
are located further from the supports, which demonstrates the 
need for more control of the displaced independent modules 
when they are located far from the supports. Utilization 
analysis represents that the simulated grid, does not show 
risky stress values. 
7 FUTURE WORK 
Further research is needed to analyze the behavior of the 
modules when the variables such as tension and support are 
controlled independently for each individual module. With 
designing a more advanced simulation system in which the 
modules are simulated independently, a new method of 
form-finding could be established for the expanded grids. 
With controlling the variables involved in the formation of 
the grid, different forms of desired surfaces might be 
developed (Figure 15). This would help to enhance the use 
cases of tensegrity structures in architecture and civil 
engineering. Additionally, a more inclusive study is needed 
to analyze grids created from other types of tensegrity 
modules. The simulations in the current study are limited to 
the icosahedron module. 

 
Figure 15. Possible forms of tensegrity grids by controlling the 

structural variables 
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ABSTRACT 
During the last decade, several roof extensions took place in 
the European cities with the purpose to increase the height of 
existing buildings using timber as a lightweight material. 
However, building regulations and green codes do not 
usually guarantee the achievement of multi-objective and 
highly performance roof extensions. Accordingly, this 
research aims to develop a state of the art framework to 
achieve cost-optimal zero-energy for timber construction, 
specifically when building on rooftops. Through a simulated 
and calibrated passive house model, the boundary conditions 
of the study have been identified and further parametric 
simulation and optimization have been carried out. 

This research aims at linking scientific research with 
practice. The framework provides a fast track measurement 
that provides a solutions space for building engineers who 
are in charge of decision making on the design and 
construction process. Best practices of roof construction 
could be achieved in terms of cost and energy, giving a vast 
potential for a complete and deep renovation, and, therefore, 
reducing the overall ecological footprint on the city level. 
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stacking; urban densification; methodology. 
ACM Classification Keywords 
I.6.3 Applications; I.6.8 Types of Simulation;  

1 INTRODUCTION 
As stated by the European Commission, construction sector 
is responsible for more than 40% of the total energy 
consumption and 36% of the CO2 emissions in Europe. 
Thus, building’s energy performance has been put forward 
as a key element to achieve the European Union’s (EU) 
targets for 2020 to reduce each of the Green House Gas 
(GHG) and primary energy savings by 20%. A safe way 
towards fighting climate change could be achieved through 
providing cost-effective and highly energy efficient 
buildings [8]. Achieving zero-energy buildings requires 

using thick walls and insulations, which is accompanied in 
most cases with additional weight in construction [3]. For a 
conventional stick building, this does not represent a 
problem. However, when building on the rooftops of existing 
buildings, the weight of the construction is considered a main 
issue, especially when using prefabricated components (off-
site construction) methods, which are needed to be 
transported and lifted over the rooftop. Moreover, cost-
optimal measure has been a big concern in the last decade. 
On 2010, the European Commission has produced the 
Energy Performance of Building Directive EPBD-recast, 
which made it possible to make informed choices that aim to 
help saving energy while increasing cost-effectiveness. 
Since then, several tools and methods have been proposed 
scientifically and practically to achieve zero-energy levels 
while maintaining cost-optimal targets. For instance, 
Georges et al. [6] examined a single-family houses in 
Belgium by investigating a combination of heating systems 
and building designs. Marszal and Heiselberg [9] aimed to 
find optimum life cycle cost measure for net-zero energy 
residential house in Denmark by examining three energy 
demand and supply systems. Hamdy et al. [7] carried out a 
multi-stage, multi-objective optimization that aims to 
achieve cost-optimal and nearly zero energy building 
solutions through optimizing building envelop, active system 
and onsite renewable energy resources respectively, 
followed by a sensitivity analysis for the escalation rates of 
energy prices and their effect on the overall optimization 
results.  
However, none of those methods or tools has been dedicated 
to include additional parameters concerned with using 
lightweight materials in construction. Accordingly, in this 
study, we propose a framework that aim to achieve cost-
optimal lightweight construction for roof stacking. By 
bringing building performance simulation and parametric 
design tools, optimizing building’s energy and cost 
performance could be achieved, while providing a space of 
solutions for lightweight building envelope sections, which 
is more likely to be preferred by the designers generally and 
architects specifically.  
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2 METHODOLOGY 
The methodology consists of four stages as shown in Figure 
1. First, reference model has been selected. Second, 
boundary conditions are identified. Third, the reference 
model is simulated, calibrated and adjusted to represent a 
typical roof-stacking model in Brussels Capital Region in 
Belgium. In the last stage, a multi-criteria optimization is 
conducted and a space of nearly optimal solutions for 
building envelope measures are identified taking in 
consideration the identification of the specification and area 
of renewable energies to reach zero energy levels. 

 
Figure 1. Framework for cost-optimal lightweight construction 

2.1 Reference Model Selection 
Given the shortage in the information available on roof 
stacking, a reference model for a full passive house has been 
used in this research. Several constrains have been set up for 
the selection of the reference model to ensure a maximum 
compatibility with the required roof stacking model. First, 
the selection of a passive house reference model has been set 
up as a prerequisite. The reason behind choosing a passive 
house reference model returns back to the requirement of the 
local regulations of Brussels Capital Region, which state that 
as of 2015, all new construction should comply the passive 
house standard requirements. Second, the usage of 
lightweight materials represents one of the main objectives 
of this study. Given that timber is considered a promising 
building material that satisfies the lightweight aspect, a 
reference model built in timber has been set for the selection 
criteria. Third, the reference model has to lie within the same 
climatic region of the case study, which is 5b climate zone 
according to ASHRAE classification. 

A passive house reference model has been selected to meet 
the aforementioned constrains of selection. The 
specifications and measurements of the passive house 
reference model has been found in a cluster of 22 passive 
house built in Hannover-Kronsberg in Germany which is 
published by the Passivhaus institute [5]. The layout of the 
passive house reference model has been adjusted to match 
the layout and dimensions of the roof stacking case study in 
Brussels according to earlier studies [1,2,4]. 

2.2 Modeling, Simulation and Calibration  
The modelling process has been carried out using 
Grasshopper parametric tool integrated in Rhinoceros 3D 
software. As for the simulation, Ladybug and Honeybee 
plugins have been used [10]. Ladybug tools have been used 
to load weather files and generate primary climate analysis, 
which is integrated with Honeybee tools that works as an 
interface for OpenStudio simulation software and 
EnergyPlus simulation engine. Honeybee is responsible of 
generating thermal zones and energy simulations. Lastly, 
Colibri plugin has been used to parametrically run the 
simulations and exporting results to Excel files. 

The calibration process has been carried out in accordance 
with the monthly average monitored heating loads. Two 
indices are used to assess the goodness-of-fit of the building 
energy model: the Mean Bias Error (MBE) as shown in 
equation (1), and the Coefficient of Variation of the Root 
Mean Square Error (CV (RMSE)) as shown in equation (2). 

 

MBE = ∑ (𝑚𝑚$ − 𝑠𝑠$)
()
$*+ 	/	∑ 𝑚𝑚$

()
$*+       [%]  (1)  

 

CV (RMSE) =,∑ (𝑚𝑚$ − 𝑠𝑠$)-	
()
$*+

𝑁𝑁𝑁𝑁1      [%]  (2) 

 

where		𝒎𝒎𝒊𝒊: (i = 1, 2, …, Np) represents measured data points, 
and 𝒔𝒔𝒊𝒊: (i = 1, 2, …, Np) represents simulated data points. 
According to ASHRAE guidelines 14-2002 and 2014, a 
maximum value of 5% is required for MBE when monthly 
data points are calibrated and a maximum value of 10% when 
hourly data points are calibrated. Whereas for CV (RMSE), 
the maximum value of 15% is required when monthly data 
points are calibrated and maximum value of 30% when 
hourly data points are calibrated. In this study, the values of 
each of MBE and CV (RMSE) have met 2.1% and 7.3% 
respectively. The MBE is a non-dimensional measure of the 
overall bias error between the measured and simulated data 
in a known time resolution, and it is usually expressed as a 
percentage. Whereas RMSD represents the sample standard 
deviation of the differences between predicted values and 
observed ones. The RMSD serves to aggregate the 
magnitudes of the errors in predictions for various times into 
a single measure of predictive power. 

Occupancy and operational schedules of windows have been 
hypothetically estimated based on the best practice, and then 
set as a variable to meet the calibration thresholds on one 
hand. On the other hand, indoor temperatures have been 
considered in the calibration process. According to the 
monitored indoor temperature of the passive house reference 
model, an average temperature of 20.9°C has been found 
even during the coldest days. Thus, during calibration, the 
same average indoor temperature has been maintained while 
ensuring the required ratio of goodness-of-fit values. 



241

2.3 Boundary Conditions 
Boundary conditions have been identified under four 
categories. The first category identifies fixed parameters 
represented by the weather file, layout, occupancy and 
operation schedules. The second, third and fourth categories 
identifies each of the variable measures of the building 
envelope, HVAC and renewable energy system respectively. 

First, the weather file of Brussels city has been used. The 
layout of the case study has been identified according to the 
middle-class housing typology, which represents more than 
75% of the housing typologies in Brussels. The layout is 
exposed to the North-South orientation, whereas the East-
West facades are directly attached to neighboring houses 
(non-exposed surfaces). Occupancy and operational 
schedules are left the same to those have been used in the 
calibration process of the passive house reference model. 

On the building envelope level, 6 items are given several 
variables. Starting with a construction type, two different 
timber construction types are examined: Timber framing and 
Cross Laminated Timber (CLT). A layer of insulation is 
added to the timber, in which four different types are 
examined: EPS, Cellulose, Mineral Wool and Wood Fiber. 
The thickness of the insulation ranges between 20cm and 
40cm with 4cm uniform step. The variations of the insulation 
type and thickness had a maximum U-value of 0.15 W/m2.K, 
to comply with passive house standards, and minimum U-
value of 0.095 W/m2.K. The U-value of the floor slab has 
been set to 0.125 W/m2.K and not been considered in the 
parametric simulation. The air tightness of the building has 
been keep the same of the reference building in order to 
comply with Passive House standard level, which requires a 
value of 0.6 air changes per hour for 50 Pascal pressure. The 
window has a U-value of 0.6 W/m2.K (which complies 
passive house standard requirement of a maximum U-value 
0.8 W/m2.K and g-value 50% for glazing surfaces). 
However, Window to Wall Ratio (WWR) varies between 
10% up to 90%. Two different shading types are examined: 
interior venetian blinds and exterior shading rollers. 

On the HVAC level, a heat pump has been used for heating 
and cooling purposes, in addition to a ventilation system with 
heat recovery. The variations have been given to the heat 
recovery effectiveness, which ranges from 70% to 90%, and 
the Coefficient of Performance (COP) of the heat pump, 
which ranges from 2 to 5. Finally, on the renewable energy 
level, each of a multi-crystalline silicon Photovoltaic (PV) 
panels and solar thermal system are examined. PV panels’ 
area ranges from 0 – 50 m2, while solar heater system’s area 
ranges from 0 – 20 m2, with an efficiency of 20% for the PV 
panel and 70% for the solar heater.  

2.4 Multi-Objective Optimization 
This study proposes a bi-objective optimization approach 
that addresses energy savings and cost-optimality. The bi-
objective optimization comprises the results of different 
weight of construction. In order to achieve results, the 
optimization process took place on three stages. On the first 

stage, the 6 items of the building envelope are optimized, 
followed by the HVAC system, and finally renewable energy 
resources are added to ensure reaching zero energy targets 
while maintaining cost-optimality. Simulation and 
optimization have been conducted using Grasshopper with 
Honeybee plugin. Buildings materials’ specifications have 
been obtained from the European timber materials database 
“Dataholz”, whereas the equivalent prices for each building 
material, HVAC and renewable energy systems are provided 
by the Belgian database of construction works “Bordereau 
des Prix Unitaires”. 
3 RESULTS 
In this paper, the primary results of the optimization process 
are presented. Parametric simulation has been conducted to 
generate over 600 attributions for the building envelope as 
shown in Figure 2. 

 
Figure 2. Multi-objective optimization for building envelope 

In order to identify optimum results out of the generated 
attributions, MATLAB software has been used to generate 
Pareto Frontier (the attribution in red color).  Pareto 
optimality frontier is the mathematical method that is used to 
identify optimum results giving two different objectives. 
Figure 3 shows a further step for bi-objective optimization. 
In this stage, the differences in Life Cycle Cost (LCC) have 
been considered instead of just initial cost. LCC takes in 
consideration initial, replacement, maintenance, and 
operational costs. Furthermore, the total energy consumption 
in terms of heating, cooling and fans (for heat pump and 
ventilation system) has been calculated. The results in Figure 
3 are grouped into clusters according to their weight of 
construction. We found that the more weight added to the 
construction (that reaches up to 300 Kg/m2), the better 
performance it achieves in terms of saving heating loads, and 
the less savings in terms of LCC. In contrary, the less weight 
of construction (less than 200 Kg/m2) the more energy is 
consumed for heating and cooling. Hence, we found that by 
applying Pareto Front, we are able to choose optimum 
results, which represents a compromise between heavy and 
lightweight construction selections as shown in Figure 3. 
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Figure 3. Cost-optimal measures for different sets of lightweight 

construction 
CONCLUSION 
This paper presents a framework that aims to achieve cost-
optimal zero-energy lightweight construction. This paper is 
a part of research work that puts forward solutions to 
effectively increase the density of European cities through 
building on the rooftops of existing buildings. 

We found that the more weight added to wall sections, the 
more energy efficient. However, within the space of 
solutions of the Pareto Front, energy efficient measures 
could be achieved with lightweight construction trading off 
with LCC values. While, construction that weights more than 
300 kg/m2 was not found to be selected in the optimization 
curve. The majority of the selected solutions were found in 
the intermediate zone, with construction that weights 
between 200 and 300 Kg/m2, which is self-evident within the 
selection method of optimized results. 

The results of this paper will be followed with optimizations 
for the heat pump and ventilation system. Moreover, 
electricity from photovoltaic panels and hot water from solar 
heaters will be integrated in the optimized solutions.  The 
overall weight of the panels on the rooftop will be added and 
possible savings in the operational costs will be calculated 
within the whole Life Cycle Cost of the building. 
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ABSTRACT 
GIS has been primarily used for urban scale projects. On the 
other hand, BIM has been mainly used for building scale 
projects. Understanding surrounding site context is essential 
in building design. Thus, architects often utilize GIS data to 
build 3D digital and physical models of the surrounding 
urban/natural context to help them make better design 
decisions. The primary challenge of building 3D models 
from GIS data is that the modeling process requires 
tremendous load of manual work due to the fact that the data 
scheme used in GIS is not directly compatible with the data 
scheme used in BIM. In this research, we analyzed the 
difference between GIS and BIM data schemes, formulated 
a data mapping protocol, devised algorithms to correctly 
convert 2D GIS data to 3D geometries in BIM, programed a 
software prototype that can automatically convert a model 
from GIS to BIM, and conducted pilot tests of two different 
cities to verify the validity of the overall framework. This 
automated system greatly reduced the modeling time, 
manual workload, and potential manmade errors. It is 
expected to facilitate architects in rapidly creating 3D models 
and study the surrounding urban/natural context. 
Author Keywords 
BIM; GIS; Interoperability; Parametric BIM; Semantic 
Mapping. 

ACM Classification Keywords 
Spatial-temporal systems; Interoperability; 

1 INTRODUCTION 
Urban planners and architects both use advanced information 
technologies for documentation and analysis. However, the 
two disciplines use very different technologies. Urban 
planners often use Geographic Information System (GIS) 
while architects increasingly use Building Information 
Modeling (BIM). Although GIS holds information that is 
important for architects and urban designers, it is not an ideal 
tool for architects in modeling aspect. Since BIM 
authorization tools are more suited for architectural design, 

there is a demand for the exchange of data between GIS and 
BIM.  

Mapping GIS to BIM requires understanding the similarities 
and differences between the two data schemes. Both GIS and 
BIM have evolved from Computer Aided Design (CAD) 
system which was originally a drafting technology. CAD 
files primarily consist of vectors, associated line types, and 
layer identifications. The early development in CAD systems 
associated blocks of data and text to the CAD files. The 
advent of 3D modeling turned the focus from drawings and 
3D images to the data itself [7]. GIS and BIM went through 
different processes in their transition from drafting 
technology to information modeling tools. 

BIM is an object-based data scheme and each of its object 
classes is a representation of one type of building component 
[16]. BIM defines relations among objects, so that when one 
object is modified, its dependent objects will automatically 
change. BIM allows the designers to add their domain-
specific data to the single shared model, reducing or 
eliminating inconsistencies among input files to various 
analytic and simulation tools [4]. According to other 
definitions, spatial modeling with quantity takeoff, 
construction scheduling and cost estimating are also the 
features of BIM. In short, BIM can be defined as shared 
digital repositories, rich 3D geometric and non-geometric 
models, design platforms, simulation environment, and 
collaborative and performance-based design processes.  

GIS employs two different data schemes which are either 
object-based or relational (i.e. layer-based). As a relational 
database, GIS overlays various layers of data using a 
common spatial coordinate system. Relational GIS includes 
mechanisms for (1) inputting data from maps, aerial photos, 
satellites, surveys, and other sources; (2) storing, retrieving, 
and querying data; (3) translating, analyzing, and modeling 
data [9]. GIS data can include geographic and environmental 
regions, such as those relating to ecology, Municipality 
jurisdiction boundaries, drainage, and other natural and man-
made structures. Layer-based GIS includes a relational 
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database in which CAD drawings are associated with the 
tabular information.  

Unlike layer-based GIS, object-based GIS uses 3D objects to 
represent the built environment. City Geographic Markup 
Language (CityGML) is an example of object-based GIS that 
uses XML to encode the representation, storage, and 
exchange of virtual 3D city and landscape models [5]. 
Similar to BIM, CityGML suggests an object-based data 
scheme to describe the geometry, topology, and semantics of 
3D objects [15]. Object-based GIS uses a hierarchical 
structure for nesting 3D objects into each other. Each object 
at this hierarchical data structure represents a Level of Detail 
(LOD). The concept of LOD is central to object-based GIS 
and is employed for efficient visualization, data integration, 
application requirements, and data capturing methods [10]. 
While the significance of LODs for 3D city modeling is 
widely acknowledged, there is not a generally accepted 
definition among practitioners, standards, and institutions. 
Biljecki et al. [3] have discussed the need for a formalized 
definition for LODs and suggested ten different levels of 
details for city models. 3D objects in CityGML are defined 
at five different LODs [14].  

CityGML is focused on creating a data repository when 
different levels of details are available. At building and urban 
design phases, the high LODs are not available and the focus 
is at the generation of data (i.e. design process). QUASY 
(Quartierdaten-Managementsystem) offers object model of 
buildings that can be changed easily. This building model 
parametrically stores the non-geometrical attributes of 
buildings. The building model of QUASY aggregates 
different variants, each of them containing a complete 
geometrical and semantical model of the building part. 
Variants, which are an essential part of QUASY, are very 
similar to LODs in CityGML. According to the focus of 
QUASY to design, variants in QUASY describe different 
planning states of temporal situations of the buildings [2].  

At early stages of the planning, layer-based GIS data is often 
a major source to access important geometric and non-
geometric building information, from site topography, block 
and parcel information, building footprints, land use, and 
zoning codes, etc. Many of the design decisions can be based 
on the information that is available in GIS. The design 
process includes making several decisions to generate 
solutions and possibly changing them to find the best 
alternatives. Neither object-based GIS nor layer-based GIS 
is specialized for design process at building scale.  

In this research, we analyzed the difference between GIS and 
BIM data schemes, formulated a data mapping protocol, 
devised algorithms to correctly convert 2D GIS data to 3D 
geometries in BIM, programed a software prototype that can 
automatically convert a model from GIS to BIM, and 
conducted pilot tests of two different cities to verify the 
validity of the overall framework. This automated system 
greatly reduced the modeling time, manual workload, and 

potential manmade errors. It is expected to facilitate 
architects in rapidly building 3D models and study the 
surrounding urban/natural context.  
2 INTEROPERABILITY BETWEEN GIS AND BIM 
Data interoperability is widely accepted to be one of the main 
challenges for system integration. In an integrated system, 
the data generated by any party must be properly interpreted 
by all other parties with consistent protocols and languages 
[19]. The BIM implementation has the advantages of 3D 
representing building geometries, preserving spatial 
hierarchy and rich semantics of BIM, evolving and updating 
the geospatial models based on interventions on the current 
states of BIM, query of indoor geometry, and clear space 
subdivisions. BIM also includes hosting relationships 
between building objects and has different classes to 
represent the object types compared to GIS [11,12].  

To create an interoperable framework between GIS and BIM 
two main challenges should be addressed: geometric 
translation and semantics mapping. 3D building objects can 
be represented using Constructive Solid Geometry (CSG) or 
Boundary Representation (BRep). CSG method utilizes 
Boolean operation of simpler objects to create a complex 
geometry. On the other hand, the BRep method presents 
shapes using limits (boundaries). Semantic of an object type 
is a complex concept that refers to the types of building 
objects. It encapsulates information about the geometry type, 
behaviors and parametric relationships of instances of that 
building object. While there are different flexible methods to 
geometrically represent an object, the semantics of an object 
determines its functionality. An interoperable system 
between BIM and GIS should inherently include a 
mechanism for semantic mapping and geometric translation. 
Nagel et al. have discussed that the reconstruction of BIM 
from uninterpreted 3D models sets the bar very high for an 
automated interpretation process because it demands 
exploring numerous possibilities that may exist [18]. Their 
study shows that to reconstruct IFC or CityGML from 3D 
models, the semantic mapping is easier when there are non-
geometric concepts attached to the pure geometric objects. 
CityGML was the preferred GIS model because its object-
based data scheme closely resembles BIM. At early stages of 
the design phase, when the design process starts, object-
based GIS data does not exist. Even when the object-based 
GIS data is available, in building renovation scenarios 
building objects will be replaced. If object-based GIS data is 
going to be used without the building scale details, the LOD 
of the data would be as low as layer-based GIS data.  
3 TRANSLATION FRAMEWORK 
3.1 Data Schemes and Mapping 
ArcGIS (a GIS application developed by ESRI) shapefiles 
use feature classes to represent homogeneous collections of 
spatial data. Each feature class has a common set of attribute 
columns to which new fields of information (i.e. columns) 
can be added. Geometric objects are associated with a series 
of information in one row of the attribute table.  
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Figure 1. The process of translating GIS data to a BIM. The phases for inputting data are dark green. The tasks that use ArcGIS API 

libraries are blue and those that use Revit API libraries are red.

ArcGIS supports seven different feature classes including 
Points, Lines, Polygons, Annotation, Dimension, 
Multipoints, and Multipatches [8]. A building component 
type or family in Autodesk Revit is a group of elements with 
shared parameters and a related graphical representation [1]. 
Families are classes of building objects from which several 
instances can be created. Revit includes three types of 
families: system families, loadable families, and in-place 
families. System families define basic building element types 
such as walls, roofs, floors, and ducts. Loadable families are 
more complex types of building objects that are usually 
purchased, delivered and installed such as windows, doors, 
casework, fixtures, furniture. In-place families are used to 

create unique building components. Families also have 
different categories, according to their industrial 
classification and behavior. 

The use of GIS data in this paper is limited to polygon feature 
classes. Each polygon is a list of points that can be closed or 
open. In urban context polygons are often used to represent 
roads, topographic contours, parcels, blocks, and building 
footprints. In this study, GIS polygonal data will be 
translated to topography, roads and buildings in BIM. In 
Autodesk Revit roads and topography are represented with 
SiteSubRegion and TopographySurface classes which are 
system families. The geometry of SiteSubRegion and 
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TopographySurface objects are of mesh type. SiteSubRegion 
is hosted by the TopographySurface. Mass family is loadable 
and represents the volume of the buildings. BuildingPad 
class, which is a system family and hosted by the 
TopographySurface, creates a flat surface on the topography 
to locate mass instances. Geometrically, mass families can 
include CSG and BRep elements, BuildingPad family only 
include CSG elements, and SiteSubRegion and 
TopographySurface families only use BRep. 

Figure 1 shows the translating process from GIS data to BIM. 
Various tasks in this process will be discussed in the 
following section. In this process, the user input tasks are 
colored in green. For example, choosing a GIS Shapefile of 
building information is the task assigned to the user. This 
process uses the Application Programming Interface (API) 
libraries of ArcGIS in Python language to extract 
information from the GIS files. The blue tasks of the process 
use the ArcGIS API library. The tasks with no color assigned 
process the extracted GIS information with a set of geometric 
algorithms to make it ready for BIM object creation. Finally, 
the processed information will be fed to the functions 
available in Revit API libraries to create BIM objects. 
3.2 Non-Geometric Data Type Conversion 
The non-geometric data types in polygon feature classes of 
ArcGIS shapefiles are different from the parameter types in 
Revit. In our suggested framework GIS data types are first 
converted to .NET data types and then translated to Revit 
parameter types. The diagram in figure 2 shows the data type 
mapping. The data types in this diagram do not cover all data 
types in GIS and Revit. For example, GIS does not include 
the information needed to create BIM materials which are 
complex non-geometric data types.  

 
Figure 2. Mapping the non-geometric data types between ArcGIS 
shapefiles and Autodesk Revit. 

3.3 Geometry Processing 
Topography. GIS uses topographic contours for 
representing terrain features whereas Revit uses a Delaunay 

triangulated mesh. Figure 3 shows that by interpolating the 
points on the GIS contours, a list of points can be created. 
The resulted points are stored in a .NET dictionary to filter 
out the duplicates with the time complexity order of 1 [17]. 
Finally, a topographic mesh can be created by feeding the 
point collection to a function in Revit API library. 

 
Figure 3. Triangulating the vertices of the topographic polygons 
which are directly extracted from GIS (Left) often fail to produce 
an instance of topography object in Revit. Generate topography 
mesh in Revit (right) using interpolated points (middle) can solve 
this problem. 

Roads. Revit uses SiteSubRegion class to represent parts of 
the topography with different functionalities such as roads. 
SiteSubRegion objects should be hosted by the topography 
in Revit to prevent the intersections between the two. Due to 
the inaccuracies in GIS data, intersections between the two 
types of objects are very common. Therefore, geometric 
operations are needed between roads and building footprints. 

The second challenge is that currently available polygonal 
Boolean solutions, including the “Clipper” library [13] 
which we used for our software solution, do not guarantee 
unifying polygons with common edges while offering 
unification solutions for polygons with overlapping areas. 
We used “shrinking and expanding” algorithm to remove the 
common polygon edges (figure 4). 

 
Figure 4. A series of Boolean operations to remove the common 
edges of some polygons. a) subtracting the regions from the cell. b) 
inversing the region. c) shrinking the region. d) removing the 
common edges. e) expanding the region. f) final road polygons. 

The third challenge of using GIS data for creating BIM 
objects arises from the complexity of the shapes of GIS 
polygons. Revit prohibits the profiles (i.e. footprints) of 
SiteSubRegion, BuildingPads, and Mass families from 
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containing collinear line segments, consecutive edges with 
slight angle change, and edges that are smaller than 0.00256 
inch. A shape simplification process which was inspired by 
Ramer-Douglas-Peucker algorithm [6] was developed to 
simplify GIS polygons. In this algorithm, the polygon points 
are stored in a binary heap which is sorted based on two 
criteria. First, the points that are closer than Revit’s tolerance 
will be pushed to the top of the heap. The second criterion of 
sorting pushes the points according to the angels that they 
make with their neighbor(s) in a polygon. The algorithm will 
keep removing the first point at the top of the heap until the 
top point’s distance and angle both gain significance. Since 
this mechanism uses a binary heap, the order of time 
complexity of shape simplification would be 𝑛𝑛 ∗ log&(𝑛𝑛). 
Figures 5-b to 5-d show how the complex shape shown in 
figure 5-a is simplified using this idea while preserving the 
original shape features. 

 
Figure 5. Shape angular simplification includes recursively finding 
the point with lowest angular significance, removing it and updating 
the polygon until it passes the angle tolerance. 

Buildings. Loadable mass families are used to represent the 
volume of buildings. In Revit building pad objects are hosted 
by the topography and prepare flat surfaces for placing the 
building masses. Apart from a building footprint profile, a 
building pad also needs an elevation value to determine the 
vertical location of a building. GIS data does not explicitly 
provide the elevation of the buildings. The elevation of the 
buildings can be calculated by projecting the building 
footprints on to the topography. With the calculated building 
elevation and the building height information in the ArcGIS 
table, BuildingPads and building masses can be generated 
based on the projected building footprint polygons. If the 
“height” field is missing from the GIS table, a default value 
that is proportional to the footprint area is used to generate 
building masses. The height of the buildings then can be 
adjusted parametrically in Revit interface. 
3.4 Software Prototype Implementation 
A software prototype was developed based on the proposed 
translation framework. Figure 6 shows the user interface (UI) 
of the prototype. The user inputs are determined based on the 
translation framework presented in figure 1. It also shows 
that different fields of information, including building 
height, can be chosen from the attribute table of the building 
footprint Shapefile to be passed to the BIM. The UI also asks 
for additional information including the interpolation 
distance of the contours, the proximity tolerance of points on 
the contours, the desired cellular dimension of the sub-

regions, as well as other settings. Data mapping includes 
selecting ArcGIS Shapefiles and “height” field in the 
building table. 

 
Figure 6. The interface of the translation framework in a software 
solution. The user of the framework should map data to BIM 
objects. 

3.5 Test Cases 
The proposed translation framework and the software 
prototype have been tested in two test cases. Post-tornado 
rebuild urban plan for West Liberty in Kentucky was tested 
to create a parametric BIM (figure 7). In addition, a model 
for Texas A&M University main campus was created as 
shown in figure 8. Figure 9 and 10 shows that a building 
family instance parametrically inherits the information fields 
and values from a GIS shapefile. The highlighted parts of 
figures 9 and 10 also show that the non-geometric 
information of the BIM has inherited from GIS 
parametrically. Examples of these parameters include 
“NAME” and “ADDRESS” of the buildings. 

 
Figure 7. The BIM model of post-tornado rebuild urban plan for 
West Liberty, Kentucky. 

 
Figure 8. The BIM model of Texas A&M University campus 
created from GIS data. 
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Figure 9. The attribute table of the GIS Shapefile and the values 
that it contains for the selected building footprint.  

 
Figure 10. The model in Revit which was created using the 
proposed translation framework. It shows that the corresponding 
building family instance parametrically inherits the information 
from the GIS attribute table. 

The BIM model that is generated based on the GIS data can 
be used in various ways to support design decision making. 
BIM models can be used for simulations [20, 21], design 
evaluations, digital fabrications, etc. Figure 11 shows 
automated facades generation based on the mass model. 
Figure 12 shows the exploration of the urban environment in 
a virtual reality setting. Figure 13 shows the physical model 
of Texas A&M (12.5’ x 8.75’) fabricated with CNC 
machines and later cutters. Figure 14 shows that the energy 
simulation of a building within the context of surrounding 
buildings produce more accurate simulation results. 

 
Figure 11. The non-geometric information which the BIM objects 
inherit from GIS can be used for automated façade design. 

 

 
Figure 12. A designer evaluating design schemes by interacting 
with the façade generation in a virtual reality environment. 

 
Figure 13. Fabricated physical model of Texas A&M University 
campus from the BIM which is inherited from GIS data. 

 
Figure 14. The total annual cost of the energy is decreased from 
$135,828 to $127,690 and the Energy Use Intensity (EUI) is 
decreased from 49.3 to 46.2 (kBtu/ft2/year) for the highlighted 
building when the impact of the surrounding buildings is 
considered. 

4 CONCLUSION 
Layer-based GIS and BIM have innate structural differences 
which impede GIS to BIM conversion. This research 
presented a framework that automatically generate BIM 
models from GIS data to support design decisions. This 
process is accomplished at two major steps. An automated 
translation framework was introduced for extracting the 
geometric and non-geometric data from GIS, process the 
extracted data with custom algorithms and generate 
parametric BIM model. This translation addressed 
significant challenges in converting GIS data types into BIM 
objects. A software prototype is then developed and tested to 
validate the translation algorithms. The software prototype 
was able to greatly reduce the time to construct a BIM model 
from GIS data with minimum manual work involved. This is 
expected to help architects to make better design decisions. 
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ABSTRACT 
This paper introduces a new filetype that has the potential to 
improve data analytics in the building sector. The aim of the 
paper is to explore the general logic and hierarchy of the file 
type, explore the mechanism in which it would transmit data, 
and define initial user groups and the process by which they 
would use the file and server system.  

The filetype utilizes a popular green building filetype 
(gbXML) as a base schema. The manner in which the base 
schema is expanded upon is explored in the paper to clarify 
how a live link to a building’s automation system and utility 
network may be established in an Extensible Markup 
Language (XML) file format.  

The last section of the paper contributes several potential 
uses for the new filetype that will be put into place during the 
beta phase.   
Author Keywords 
building performance data; standardized file formats; 
building audits; gbXML. 

ACM Classification Keywords 
E.5 Data (e.g. FILES) I.6.0 Simulation and Modeling (e.g. 
General) 

1 INTRODUCTION 
The global buildings sector faces long-standing and well-
studied drivers and barriers to investments in building 
energy-efficiency retrofits [28]. This is especially pertinent 
given the importance of the buildings sector to climate 
change mitigation policy. Energy use within existing 
buildings accounts for over 30% of global, annual 
anthropogenic greenhouse gas emissions and, in absolute 
terms, is continuing to rise at a rate of 1.5% annually 
[23].  The Organisation for Economic Co-operation and 

Development (OECD) region specifically contributes to 
roughly half of global building-attributed greenhouse gas 
(GHG) emissions and is unlikely to see significant 
construction of new buildings over the coming century [19]. 
While the real estate market of British Columbia’s major 
cities has generated a unique condition, where new building 
construction and property replacement rates well exceed the 
North American average, the Provincial Government still 
views decarbonisation of its existing building stock as a vital 
contribution to its climate change mitigation and adaptation 
strategy. 
In 2017, the Pembina Institute, a Canadian non-profit think 
tank, released a broad-based study on the viability and costs 
of ‘deeply’ retrofitting buildings in British Columbia (BC) in 
order to achieve the province’s GHG emissions targets [11]. 
The conclusions of the report, which identified prevailing 
drivers and barriers to deep retrofits in the province, broadly 
aligned with prior global studies of drivers and barriers to 
decarbonization of the building stocks, such as that of Ürge-
Vorsatz et al. [28]. The report recommended nine strategies 
to be adopted across government, industry and academic 
institutions in the province in order to address its carbon 
reduction commitments in the building stock. These 
included:  

1. adopt and enforce minimum energy performance 
standards for all buildings performing any degree of 
renovations; 

2. create a public financing authority, or ‘green bank’ to 
support capital expenditures on green building retrofits 
across the province; 

3. adopt mandatory energy labelling and benchmarking for 
all residential and non-residential buildings; 
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4. expand data collection of and assessment of BC building 
conditions for facilitation of retrofit analysis; and 

5. improve training and certification of building retrofit 
assessors and related practitioners in the BC buildings 
industry. 

Overall, the Pembina report portrayed many of the 
challenges facing widespread uptake of building retrofits to 
be complex and interdependent. However, what emerged 
particularly clearly from the report, just as seen in the work 
of Ürge-Vorsatz et al. is that “insufficient knowledge” 
remains one of the most prevailing barriers affecting delivery 
of energy-efficient buildings in the province [26]. This 
research paper seeks to address the nature of knowledge 
transfer within the building industry, specifically how 
building design information, inclusive of building 
performance data, is collected, stored, shared, and ultimately 
implemented. It seeks to propose a new Extended Markup 
Language (XML) schema, that is based on the established 
‘gbXML’ file format but conveys both simulation-derived 
building design information and measured building 
performance. 
1.1 Relevant Prior Work 
The buildings sector utilizes a network of professional 
trades, consultants, and review boards to generate the 
information required for the construction of each project. 
Each of these groups utilizes one or several data file formats 
to communicate this information. The focus of this paper is 
particularly on the types of data files, and file formats, used 
to communicate information regarding the predictive and 
measured performance of a building. It calls on a review of 
two interrelated topics: 1) the current use of standard files for 
conveying building performance simulation information, 
and 2) the current approach by major governmental 
organizations to collect and communicate building 
performance data and metadata. 
1.1.1 Development of Green Building Extended Markup 
language (gbXML) 
The Extensible Markup Language (XML) is a widely used 
and simple text-based language used for transferring 
structured information between programs [30]. The Green 
Building Extensible Markup Language (gbXML) was 
developed by Green Building Studio in 2000, becoming a 
single entity in 2009. gbXML has become, alongside 
Industry Foundation Class (IFC), an industry standard for 
data and model exchange. It can be used for a multitude of 
building performance simulation platforms such as 
OpenStudio and Rhino/Grasshopper Ladybug and has been 
developed with extendibility in mind [9]. gbXML files have 
been implemented in a range of research areas including the 
authoring of gbXML files from point clouds or mapping 
existing thermal properties to a file for analysis [12] [13]. 
gbXML files encode information on geometry as well as 
thermal attributes. gbXML is ideal for transferring thermal 
information given the geometry and necessary data are stored 

in the same succinct file that is merely pulled from an 
existing Building Information Model (BIM). Complex 
geometries such as curving walls are not always translated 
appropriately and often tools for correcting the file need to 
be employed [15].  

This information can then be transferred from authoring tools 
such as Autodesk’s Revit to energy analysis programs such 
as Ladybug LLC’s Honeybee or Autodesk’s Ecotect and then 
onto EnergyPlus for simulation [25]. Once utilized for 
simulation, the gbXML file is discarded for either a new 
iteration of the design following the simulation results, or the 
building will move on to construction.  
The concept for a new XML filetype proposed here is to 
extend the base gbXML schema to create a file type that 
becomes useful after the design is completed and links the 
constructed building to a database of building energy data. 
The majority of the base gbXML schema will remain intact, 
such as elements for surfaces, zones, and openings.  

The extension is the addition of a storage capability for the 
elements of gbXML that change with time. For instance, the 
thermal resistance of a wall or roof does not improve or 
become worse every half hour of the day, but a room 
occupancy sensor may detect changes in area occupancy 
every half an hour. These detected changes are then fed into 
a system of feedbacks that adjust the comfort levels of the 
building to suit the set requirements. The extensions will 
expand these dynamic building elements by adding location 
information and a call number that will allow the new file to 
store and associate collected performance and occupancy 
data on a central server. Through this extension the gbXML 
file will be transformed into a live-building database, a 
performance-centric digital clone of the building.  

1.1.2 Energy Performance Data Collection and 
Benchmarking at the Building Stock Scale 
Municipalities, nations, and international bodies have 
attempted to provide extensive datasets on measured 
building performance, several of which are currently 
available for use by researchers. Programs such as the United 
States Department of Energy Building Performance 
Database (BPD) and the Royal Institute of British Architects 
(RIBA) Chartered Institution of Building Services Engineers 
(CIBSE) Platform (CarbonBuzz) are two such datasets [5] 
[27].  

As of November 2018, there are currently over 1,000,000 
U.S. buildings uploaded to the BPD system. Individual 
dwelling units or entire buildings are organized by 
occupancy type and persons count, in addition to several 
coarse attributes for the year in which the data has been input 
by users, such as Electric Energy Use Intensity (EUI). It has 
been used by researchers to develop retrofit tools and 
perform retrofit analysis but has been criticized for being 
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potentially under-representative of the U.S. building stock 
[16] [29]. 

CarbonBuzz, a project from the RIBA CIBSE, is a portal for 
benchmarking and tracking the predicted and actual energy 
use as well as carbon emissions of individual projects.  

Through a login-secured portal, project owners or designers 
can input project data such as occupancy type, predicted 
energy use and methodology, measured energy use, etc. The 
program behind CarbonBuzz will then compare predicted 
energy information to measured and deliver the user with 
comparative charts. The CarbonBuzz program is largely 
based on the Display Energy Certificate (DEC). The DEC is 
the United Kingdom’s energy label program, which is 
mandated for most public buildings and voluntary for others. 
It requires measured energy use for certification. While 
innovative in its conception, CarbonBuzz is a small dataset 
(just over 400 shared projects) and erroneous entries are 
common. 

The European Union’s Energy Performance Credit (EPC) 
system was in part designed as an assessment program with 
data harvesting capabilities. For any assessed building the 
auditing process behind this energy labeling program 
generates a snapshot of either predicted or measured energy 
performance, most often the former. The label assigned to a 
building is a grade based on a calculation using performance 

data that is then rated compared to a benchmark building that 
is similar. While the EU’s Energy Performance of Buildings 
Directive (EPBD) is an inspiring legislation, the various EPC 
programs that fulfill a portion of the Directive have not 
entirely delivered on the ambition to enable retrofits and tie 
energy performance directly to the housing market [5]. In a 
review of country specific EPC programs, it was found that 
at the cause of the EPCs’ shortcomings were a lack of 
engagement between the building owner and the label after 
its initial creation [2] [4] [6] [22].     
1.1.3 Similar Interoperability Standards and Filetypes 
Development of Industry Foundation Class, an XML project, 
has been primarily focused on interoperability between 
actors involved in the design and fabrication of a single built 
object, often a building. It allows for simple file exchange by 
various consultants, design firms, and construction 
specialists throughout design and construction. While IFC 
has been utilized for energy and thermal comfort studies, 
gbXML has become the energy simulation and analysis 
industry standard [3] [8]. 
CityGML is a part of the Geography Markup Language, an 
XML grammar system intended for exchanging geographic 
information. CityGML has become a success in file 
interchange and is being adopted by some urban energy  
simulation researchers for its ability to encapsulate energy 
performance data at a variety of Levels of Detail (LOD). 

 IFC LEVELS OF 
DEVELOPMENT 

CITYGML ELVELS OF 
DETAIL 

DEPS ENERGY LEVELS OF 
DETAIL 

LOD 
0 

 

N/A 

A 2D representation of the urban 
geospatial information. Typically, a 
footprint or roof area polygon. 

Thermal information is held in table 
form, assigned to a longitude and 
latitude or parcel address. 

LOD 
1 

Model elements are not represented 
by model geometry, but their 
existence and information are 
embed in other model elements. 

Model elements are represented by 
non-specific volumes with no 
regard to roof type or detail on the 
exterior. 

Thermal data non-spatial and 
generalized across floor area. 
Location, year of construction, and 
monthly energy usage available. 

LOD 
2 

Model elements are represented by 
some sort of volumetric geometry 
but are still generic. 

Roof structures and prominent 
details like balconies are present  

Thermal information is assigned to 
boundary surfaces such as wall, floor, 
and roof. 

LOD 
3 

Model elements are geometrically 
specified in the model without the 
need of accessory information, such 
as a door schedule. 

Model elements are simple 
architectural models with detailed 
roof and wall surfaces that show 
overhangs and fenestration. 

Boundary surfaces are assigned 
openings. Building models are 
separated into thermal zones. 

LOD 
3.5 

Model elements are connected and 
can be understood using solely the 
model, such as structural ties. 

 

N/A 

 

N/A 

LOD 
4 

Model elements are detailed and 
accurate to be fabricated using 
nothing but the geometry. 

Model elements are completed with 
interior rooms and details such as 
furniture. These elements may also 
be visualized using a texture map. 

Individual elements such as lights, 
sensors, and assembly layers are 
represented geometrically and 
semantically. 

Table 1. The existing Levels of Detail used in the industry (IFC and cityGML) and the proposed Energy Levels of Detail (eLOD). 
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Recently, an extension, the Energy Application Domain 
Extension (ADE) was introduced to help expand energy 
analysis efforts at an urban simulation scale [1]. This ADE is 
viewed as complimentary file type for urban scale modeling 
to a new XML schema based on gbXML, known as the 
Digital Energy Performance Signature (DEPS or DEPSxml). 

Two of the more direct antecedents to DEPSxml files may 
be the BuildingSync® XML schema and Building Energy 
Data Exchange Specification (BEDES). BuildingSync is a 
standardized format for communicating the results of 
building audits, including post-occupancy assessments [10]. 
BEDES provides a standardized dictionary of terms and 
nomenclature for communicating building design 
information and data amongst stakeholders in the built 
environment [20].  

2 DESCRIPTION OF DIGITAL ENERGY 
PERFORMANCE SIGNATURE (DEPS) FRAMEWORK  

Presented here is a conceptual framework for the storage of 
a building’s energy performance and occupancy data, the 
storage and access mechanisms, and several potential 
applications. This framework has been envisioned as a new 
XML-based file type that is essentially a highly detailed 
digital clone of a building. The file would act as a link to the 
analysis of the building’s energy performance from the 
design stage, construction, and through the operative life of 
the building. 

2.1 Introduction of the Digital Energy Performance 
Signature Extended Markup Language (DEPSxml) 

DEPSxml will utilize a similar base schema as gbXML but 
will allow for the live connection and analysis of building 
energy information through Application Program Interfaces 
(APIs). These APIs will provide an interconnection between 
a central server housing all DEPSxml files, known as the 
DEPS server, and building sensors and meters that will 
populate the file periodically. The aim is to continuously 
embed measured building performance in a DEPSxml.   
Hierarchy of Data Stored in DEPSxml 
The primary logic for what will be called Digital Energy 
Performance Signatures (DEPS) is seated in an LOD system, 
similar to hierarchical data structures found in IFC and the 
cityGML [8]. This Energy Levels of Detail (eLOD) will 
ensure a smoother interoperability across scales, while the 
XML format will ensure a simple translation of elements and 
attributes between end-user file types. Table 1 compares the 
three LOD logics. 
The logic of the eLOD is that the energy information stored 
in DEPS can be spread across disciplines and scales, where 
very fine levels of detail (high LOD) are not necessary or 
always available. All DEPS files will hold not only the high 
eLOD developed and tracked, but the logic will allow for 
lower levels to be pulled without the interference of high-
level data.  

Type data stored in the DEPSxml file 
The process begins with the design of the space or building. 
As the model is developed, following a defined protocol, not 
unlike the guides created by professional organizations like 
the American Institute for Architects or CIBSE the designer 
would create a model for energy analysis, as is typical in the 
industry. A gbXML file, would then be used for a predicted 
performance benchmark. The results of this benchmark 
would then be stored on a central database and assigned a 
unique identifying code. The code would be submitted as 
metadata of the gbXML file and BIM file. This is a 
permanent link that allows for simple interaction with the 
database API for that unique project. This is the building’s 
DEPS (Figure 1).  
An ongoing contribution to the performance gap are changes 
made after design. These site-decisions or budget related 
alterations can create inconsistencies between the predicted 
and actual performance [7]. Construction updates to the 
design will need to be updated in the digital model space and 
updates to the benchmark DEPSxml uploaded. A longer 
objective of the DEPS project will be the development of a 
lifecycle manual for maintenance of a DEPSxml. 
Measured Energy Performance Data 
A great deal of the performance gap is due to the difficulties 
of modeling occupant behavior. As updates are made to the 
building, the model will need to be updated accordingly. The 
building’s sensor network, which was modeled initially and 
is stored in DEPS will need to be connected to the server’s 
API in order to record usage statistics. 
Post-Occupancy Evaluations 
Post-occupancy evaluations (POE) are assessments of the 
building once construction has been completed and activities 
have been ongoing for some time. These assessments are key 
to understanding the performance gap and can lead to better 
operational systems and retrofits of a building after 
construction. DEPSxml will track these evaluations in order 
to provide a central location to compare assessments 
throughout the building’s lifecycle.  

Figure 1. The variety of data the will be used to build a DEPSxml 
file and the various interactions of APIs. 
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Data Collection and Management Process via Central DEPS 
Servers 
DEPSxml files will store building performance data and POE 
information in a database format linked to a central server. 
Throughout the design and construction phase data will be 
contributed to the DEPSxml file by either the designers, 
consultants, or contractors (Figure 2). Through automated 
submission the building’s DEPSxml will be populated with 
consumption and performance data. Any manual data entry 
will be submitted through standardized forms. Files being 
uploaded to the server will go through a validation process 
standard to many XML filetypes to ensure schema 
compliance.  
Creation of Central DEPS Repository with Application 
Program Interface (APIs) 
The DEPS Server will act as a repository for individual text 
files and is the major driver of their use. Through application 
program interface (API) technology the server will allow for 
upload and download in a secure manner and without the 
need for programming knowledge.   
Submission of building design information by consultants and 
designers 
Consultants and designers will be the first to interact with the 
DEPS Server as they will be submitting initial performance 
simulation information and geometry. This will largely be 
manual work using either conversion scripts for file specific 
information such as gbXML or standardized forms for non-
file specific information such as general building profile 
information. It is envisioned that in larger projects either the 
design firm or a single consultant will handle this 
environment to ensure a rigorous process. However, the 
entire process is being developed with small-to-midsize 
projects in mind knowing that only a handful of individuals 
may be available to input data. 
Submission of Metered Energy Consumption by Energy 
Providers and Building Automation Systems (BAS) 
The primary driver of DEPSxml is building real-time energy 
consumption data and occupant activity data, obtained 
primarily through an extensive set of sensors. Through 
energy provider APIs and a direct link with the building 

automation system (BAS) the DEPSxml will be continuously 
fed with performance data. This data will be stored 
chronologically by meter or sensor in the DEPSxml file. 
Submission of Post-Occupancy Evaluation Information 
POE is vital to closing the performance gap [21]. If available 
POE data will be submitted using standardized forms that 
will allow for comparative profiles to be created. This will 
require a flexible submission interface that can meet the 
needs of the various POE methodologies. There are a 
multitude of POE frameworks in practice today. Li et al. 
explored these in a comprehensive review finding that the 
POE process has yet to be completely developed worldwide 
[17]. 
3 POTENTIAL APPLICATIONS OF THE DEPSXML 

FILETYPE AND ENVIRONMENT  
While DEPS is under development it will be used for several 
initial research projects using a university campus building 
dataset and complementary energy consumption meter 
network. The initial applications are the development of an 
energy label and retrofit recommendation platform, the 
scaling and converting of building scale data to urban 
simulation scales and linking individual models with an 
augmented reality interface to enhance operational efficiency 
and facility maintenance. 
3.1 Energy Labeling and Performance Requirements  
The framework and DEPS protocol is being developed for 
initial testing at the scale of a large public university. In order 
to develop and fine tune the file structure it will be created 
with the input of dozens of existing institutional and 
residential buildings for which sensor systems are in place, 
and BIM models exist in a variety of LODs. The initial test 
of the DEPS usefulness will be an energy label protocol for 
the campus. It is intended however for this label to depart 
from the existing paradigm of labeling which is static. 
Instead the label created will primarily be a tool for 
continuous performance improvement. Once the initial 
performance assessment is made, a grade will be assigned to 
the building, similarly to the current EPC process. However, 
in the digital labeling environment a projection will be 
created as a baseline of performance throughout the day, 
based on predicted occupancy. This projection will track 
along actual performance throughout the building’s lifetime 
allowing a monitor or monitoring program to recognize when 
different operation patterns are necessary. 
Furthermore, continuous tracking would be used to inform 
recommended retrofits, proposing not only energy efficiency 
but also financially efficient and comfort centric 
recommendations. The logic with the latter being that a 
building that is occupant managed would be managed from 
a comfort centric mindset, not necessarily purely energy or 
financial efficiency. Therefore, the building’s management 
system could, over time, understand the comfort needs of 
occupants based on programming and activity in thermal 
zones. 

Figure 2. The flow of data through input users and end users 
in the DEPS environment. 
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3.2 Energy Modeling at Multiple Scales 
As municipalities focus more on retrofit and replace 
scenarios to decarbonize building stocks, the field of urban 
building energy modeling has expanded [24]. This is a 
bottom up modeling approach in which parcels and often the 
buildings assigned to the parcels are modeled in a 3D 
environment. Performance information is then assigned to 
the building via profiles or templates and simulations are 
conducted. Several specialized tools have been developed 
over the years to streamline this workflow and integrate it 
with other urban aspects such as changing energy supplies or 
network analysis. The development of the DEPS server will 
help with the often-primary barrier to thorough modeling, a 
lack of comprehensive and detailed datasets for large 
building stocks. 
This field primarily employs Geospatial Information 
Systems (GIS) tools and has increasingly relied on cityGML 
and its LOD logic for spatial modeling and analysis. With the 
introduction of the Energy ADE and with the aid of eLODs, 
it will become simpler to convert building scale performance 
models to the urban scale. A conversion path built in Safe 
Software’s FME is being explored to bring gbXML 
semantics in line with those found in cityGML and the 
Energy ADE. Once established large retrofit scenario models 
can be utilized to explore potential retrofit scenarios on the 
campus building stock. 
3.3 Enhancing Building Operation and Maintenance 

Through Machine Learning and Augmented Reality 
While software and machine learning have, in many ways, 
made the operation of buildings simpler and more automated 
there still exists a gap for day-to-day maintenance – that is in 
person building maintenance. Researchers concerned with 
the maintenance and operation of buildings optimizing of 
building energy use during its lifetime have looked to 
enhancing day-to-day maintenance through augmented and 
virtual reality interfaces [26]. Through the DEPS sensor link 
live building data could be explored in person during 
maintenance walkthroughs or in emergency situations. 
Anomalies could be accessed in a much more intuitive 
manner or Indoor Environmental Quality (IEQ) issues, such 
as CO2 concentration, could be spatialized. This immediate 
link to the building’s unseen activity could greatly enhance 
maintenance efficiency and safety. 

4 DEMONSTRATION OF SCHEMA 
An example DEPSxml file is. Further information can be 
found at: http://blogs.ubc.ca/etalab/depsxml. 
5 CONCLUSIONS 
Despite the efforts of governments and NGOs carbon 
emissions in the built environment have yet to reach rates on 
track with a 1.5°C or even 2°C future [18]. This is to say that 
existing policy and implementation are inadequate for 
preventing a future in which climate change is devastating. 
While global efforts have been slow, there has been an 
increased focus on physical simulation tools for building 
energy performance and thermal comfort analysis. This 

focus on simulation has led to an increased focus on data 
analytics and availability within the industry. The result of 
this when mixed with intelligent low carbon policy has been 
more efficient HVAC systems, tighter and thermally 
proficient building envelopes, and more consideration of 
passive design principles throughout the design process. 
However, the overall availability of high-resolution 
performance data is lacking, as evidenced by the recognition 
of the performance gap. Creating an environment in which 
comprehensive performance-centric datasets for buildings 
are stored, updated, and made available for research is 
absolutely necessary to increase the likelihood of achieving 
ambitious carbon reduction goals. 
In this paper the framework for a new energy performance 
data collection and management environment has been 
introduced. In this framework a new file type (DEPSxml) 
and interoperable logic (eLOD) is situated. The intention of 
this new framework is to enhance operational and research 
efforts for carbon reduction and overall building 
performance. It is key for the DEPS project to focus on 
enhancing the building’s overall value not only from a 
performance standpoint, but also as an architectural element. 
The data produced by this system will link measurable 
building performance directly to building design information 
and real occupant activity, allowing researchers and 
practitioners to understand more directly the phenomenon of 
comfort as it relates to building energy consumption. The 
DEPS system situates itself beside comparable schemas such 
as BuildingSync or gbXML and does not intend to replace 
their use in the buildings domain. Instead, one may consider 
the DEPSxml to be an XML of XMLs, whereby its core 
purpose is to provide stakeholders with standardized access 
to wide range of building data via a common API.  
The shortage of widely available finely detailed building 
performance data has brought about an environment in which 
designers’ efforts to predict energy performance are 
considerably criticized [14]. A framework and repository for 
energy simulation datasets could enable extensive and 
coordinated modeling efforts, useful post-occupancy 
analysis, spur a wave of deep retrofits, inform urban design 
policy, and make the operation and maintenance of buildings 
more efficient and confidently predictable. 
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ABSTRACT 
This paper introduces performance-informed design space 
exploration (DSE) to question the relationship between 
explicit, quantitative optimization problems and “wicked”, 
co-evolving architectural design problems and to support the 
reframing of architectural design optimization as a medium 
for reflection. The paper proposes selection, refinement, and 
understanding as key aspects of performance-informed DSE 
and surveys current approaches to performance-informed 
DSE: (1) Clustering and Pareto-based optimization support 
selection by reducing large numbers of parametric design 
candidates into smaller and more meaningful sets of choices. 
(2) Surrogate modelling supports refinement by 
approximating time-intensive simulations in real-time, 
which is important for interactivity. (3) Multi-variate 
visualizations and statistical analyses support understanding 
by providing insights into characteristics of design spaces 
and fitness landscapes. Finally, the paper discusses a novel 
tool for visual and interactive, performance-informed DSE, 
Performance Explorer. Performance Explorer combines the 
real-time feedback afforded by surrogate models with a 
multi-variate visualization of fitness landscapes. A user test 
of Performance Explorer uncovered several performance-
informed DSE strategies followed by the participants. 
Consisting of different combinations of selection, 
refinement, and understanding, these strategies illustrate 
and—to some extent—validate the proposed framework for 
performance-informed DSE. 
AUTHOR KEYWORDS 
Simulation-based Design Tools and Methods; Architectural 
Design Optimization; Visualization of Optimization 
Results. 
ACM CLASSIFICATION KEYWORDS 
 I.6.6: Simulation Output Analysis 
1 INTRODUCTION 
This paper introduces performance-informed design space 
exploration (DSE), a novel concept that links parametric 
designs with their (simulated) performances and recalibrates 
the integration of optimization into architectural design 
processes. Performance, in the context of this paper, refers to 

quantifiable aspects of the built environment, such as 
resource and/or energy consumption. Architectural Design 
Optimization (ADO) is the automated search for high-
performing design candidates in parametric design spaces, 
for example with the popular genetic algorithms [29]. 

Developing high-performing designs that reduce resource 
and energy consumption is crucial for meeting global 
challenges such as climate change. But, in contrast to other 
concepts, performance-informed design recognizes that 
architectural design is a wicked problem that cannot be 
reduced to one or more quantifiable performance objectives 
[19]. Rather, performance-informed design aims to inform 
designers about the quantifiable impacts of their decisions 
while maintaining their freedom to explore other, qualitative 
aspects, such as spatial experience or aesthetic delight. 

This paper reframes optimization as a medium for reflection 
and contrasts performance-informed design with related 
concepts such as performance-driven or performance-based 
design. The latter concepts amount to automatically 
searching for single high-performing design candidates, 
most prominently through optimization methods. The paper 
presents selection, refinement, and understanding as three 
key aspects of performance-informed design and surveys 
existing approaches, methods, and tools. Finally, the paper 
introduces Performance Explorer, a novel, visual and 
interactive tool that—by supporting selection, refinement, 
and understanding—affords a variety of performance-
informed design strategies. 
2 THE NEED FOR PERFORMANCE-INFORMED 

DESIGN SPACE EXPLORATION 
This section identifies a need for computational methods and 
tools that better support exploratory divergent thinking and 
introduces performance-informed DSE as a framework for 
the development of such methods and tools. 

2.1 Optimization as a Medium for Reflection 
Next to automatically finding high-performing design 
candidates, optimization methods provide a medium for 
reflection and conceptual development of architectural 
designs. Schaffranek argues that architects should not accept 
optimized solutions prepared by “computer scientists and 
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mathematicians,” and instead learn to use optimization 
themselves [21]: “Those algorithms might not generate an 
optimal solution but they help to understand the possible 
outcomes of the rules defined through the algorithm …” 

The framing of optimization as not only a source of “good 
enough” solutions, but as a generator for insights is 
supported by Bradner et. al [2]: “One key finding is that 
professionals use design optimization to gain understanding 
about the design space, not simply to generate the highest 
performing solution. Professionals reported that the 
computed optimum was often used as the starting point for 
design exploration, not the end product.” 

Stouffs and Rafiq propose a similar conception of 
optimization [24]: “… the aim is less on optimization per se 
and more on exploration: the results from optimization are 
about changing one’s way of thinking more than choosing a 
single design and then realizing it.” 

The above authors emphasize that, for ADO, understanding 
optimization problems, i.e., fitness landscapes, is more 
important than finding optimal solutions. Fitness landscapes 
are multi-dimensional spaces that relate design parameters to 
one or more performance objectives. Johnson concludes that 
ADO “workflows present powerful ways of executing the 
convergent portion of the divergent–convergent design 
cycle,” but that “stronger support for exploratory divergent 
thinking” is needed [13]. 

In summary, using ADO to automate the search for high-
performing design candidates is not enough, because 
optimized design candidates do not represent solutions to 
architectural design problems. Instead, they serve to reframe 
the original problem by enhancing a designer’s 
understanding in an iterative process of co-evolving 
problems and solutions [9]. Performance-Informed DSE 
aims to support better support this co-evolution (Figure 1). 
2.2 Towards Performance-Informed DSE 
The wickedness of architectural design problems makes their 
solution with ADO problematic, especially for full building 
designs. Nevertheless, optimization is useful for a wide range 
of subproblems from, for example sustainable and structural 
design, and has found a small number of (published) real 
applications in architectural practice [29]. To further 
integrate optimization methods into architectural design 
processes, their potential as a medium for reflection should 
be harnessed more fully. 

This paper proposes the concept of performance-informed 
DSE to enhance understanding and to support both 
exploratory divergent thinking and exploitive convergent 
thinking. Performance-informed DSE should support (1) 
selection, i.e., present designers with a meaningful choice 
from (groups of) design candidates and their performance 
instead of only a single solution, (2) refinement, i.e., allow 
direct parameter changes and indicate directions for potential 
improvement, and (3) understanding, i.e., represent the 
relationships between design parameters, appearance, and 
performance. 

Refinement can serve two distinct purposes: (1) adjusting a 
well-performing design candidate found by an automated 
process (e.g., an optimization method) according to 
preferences not formulated as part of the automation (e.g., 
aesthetics or other qualitative criteria) and (2) adjusting a 
design candidate preferred by a designer to improve its 
quantitative performance. Arguably, refinement in the 
former sense also fulfills a psychological need to retain 
ownership of automated processes by customizing their 
results. 

As such, performance-informed DSE  contrasts with other 
computational design concepts, such as performance-driven 
design [22], performative or performance-based design [17], 
post-parametric automation [1], and generative design [16], 
which emphasize mostly automated DSE, i.e., optimization. 
3 SELECTION 
This section considers two approaches that support selection: 
Clustering and Pareto-based optimization. 

3.1 Clustering 
A popular approach to progress from optimization to 
selection and understanding is K-means clustering [15]. K-
means clustering is an unsupervised machine learning 
method that works for arbitrary numbers of parameters and 
sorts data into a pre-defined number of groups, based on 
similar parameter values. Approaches that support selection 

Figure 1. Nested Architectural Design Cycles. (1) (Re-)define 
problem, (2) generate design candidates, (3) test design 

candidates, with (3) leading back to (1). ADO automates the 
(smaller) Generate-and-Test cycle, while Performance-Informed 
Design aims to support the larger cycle of problem-solution co-

evolution. 
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often employ a clustering method to group large numbers of 
parametric design candidates—resulting, for example, from 
optimization—into clusters of similar candidates. A single 
design candidate from each cluster can then represent the 
corresponding “type” of designs, which makes it easier to 
select a design candidate for further development. 

Stasiuk et al. cluster over 2,000 evaluated candidates of a 
bending-active structure—found by a genetic algorithm—
according to 18 characteristics [23]. Their analysis yields 80 
clusters, i.e., 80 archetypal design candidates (Figure 2). 
However, due to this considerable number, a human designer 
might struggle to select a design for further development or 
to understand the characteristics of these 80 candidates in 
relationship to their performance. 

Chen et al. define a twelve-dimensional parametric model of 
an abstract building geometry, resulting in a space of 
752,640 design candidates [4]. They search this space with a 
multi-objective, Pareto-based GA that aims to minimize the 
building envelope’s thermal transfer and cost and to 
maximize the available daylight, yielding 5,000 evaluated 
candidates. They then use K-means clustering to identify 
relationships between design parameters and performance, 
though with only partial success. 

Nevertheless, that one must provide the number of clusters a 
priori is a principal disadvantage. A promising approach to 
overcome this disadvantage is bipartite modularity, which 
requires only the specification of what constitutes a 
meaningful difference of parameter values [6]. 
3.2 Pareto-based Optimization 
Pareto-based optimization (i.e., optimization with multiple 
performance objectives) has long been understood to support 
selection by allowing designers to select from a limited set 
of non-dominated design candidates and to understand 
tradeoffs between different performance objectives [e.g., 18]. 
Non-dominated design candidates are “equally good” in the 
sense that improvements in one objective imply losses in 
others. In other words, Pareto fronts represents trade-offs 

between multiple performance objectives and allow 
designers to select design candidates based on these trade-
offs. But, in the context of performance-informed DSE, 
Pareto-based optimization has several disadvantages: 

Compared to single-objective optimization, Pareto-based 
optimization is exponentially more difficult. While 
proponents of Pareto-based optimization have been arguing 
that advances in computational power will overcome this 
difficulty, the complexity of simulations has kept pace with 
such advances. As such, the trade-offs represented by Pareto-
fronts can be misleading [27]. 

Each additional optimization objective exponentially 
increases this computational difficulty. In addition, when 
more than two performance objectives are optimized, the 
results of Pareto-based optimization can be hard to visualize 
and interpret. For example, Nagy et al. optimize an office 
layout in terms of six performance objectives [16]. Similarly 
to [4], they cluster and visualize a set of 10,000 design 
candidates, but have difficulty with identifying meaningful 
trends (Figure 3). 

Pareto-based optimization does not represent design spaces, 
but trade-off spaces. As such, it does not support designers’ 
freedom to explore dominated solutions, i.e., solutions that 
do not lie on the Pareto front. In addition, Pareto fronts 
cannot visualize relationships between performance 
objectives and design parameters, i.e., design spaces. These 
relationships are critical for understanding why certain kinds 
of designs perform better than others. 
4 REFINEMENT 
Compared to selection, supporting refinement is relatively 
straightforward. Allowing the intuitive adjustment of 
individual design parameters is a basic feature of visual 
programming platforms such as Grasshopper [20]. A more 
indirect approach to refinement is interactive optimization, 
which—to some extent—allows designer to direct automated 
search processes [7]. 
4.1 Surrogate Modelling and Model-based Optimization 
Surrogate models (which, after a learning phase, 
approximate time-intensive simulations in real-time) provide 
designers with real-time performance feedback to design 
parameter adjustments. Such models (also known as meta-
models) approximate time-intensive simulations with 
machine-learning-related or statistical techniques. The rapid 
performance estimates provided by surrogate models are 
crucial for supporting performance-informed design in terms 

Figure 2. Each of the ten columns presents design candidates 
from one of 80 clusters. Illustration: (Stasiuk et al. 2014) 

Figure 3. Visualization of the history of design candidates over 
several optimization iterations (i.e., generation). The colors 

indicate designs from different clusters. 
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of refinement and understanding. Surrogate modeling “not 
only provides an estimate of the optimal point, but also 
facilitates the development of intuition and understanding 
about what is going on in the model” [14]. 

For example, Tseranidis et al. construct surrogate models for 
the structural and energy performance of a parametrically-
defined airport terminal with six parameters [25]. They use 
1,000 samples, i.e., 1,000 simulated design candidates that 
they chose quasi-randomly, to construct several types of 
surrogate models with varying accuracy. 

But note that, for finding high-performing design candidates, 
quasi-random sampling is far less efficient than optimization 
[30], and that the accuracy of surrogate models is necessarily 
constrained by the quality of the found solutions. By 
contrast, model-based optimization algorithms create and 
iteratively refine surrogate models during optimization [27]. 
In other words, model-based optimization is a form of 
adaptive sampling that, for well-performing design 
candidates, achieves good accuracy with relatively small 
numbers of samples. 
5 UNDERSTANDING 
Although understanding relationships between design 
parameters and performance is an end goal of performance-
oriented design, it is hard to achieve and measure directly. 
The proposed paper discusses three approaches to supporting 
understanding: (1) multi-variate visualization, (2) real-time 
feedback, and (3) statistical analysis. 
5.1 Multi-variate Visualizations 
Multi-variate (i.e., high-dimensional) visualizations visually 
represent the multiple dimensions (i.e., design parameters) of 
parametric design spaces [28]. Many approaches to 
performance-informed DSE include visualizations, with 
parallel coordinates being the most common (Figure 4a). 

Multivariate visualizations harness humans' perceptual 
abilities to "look for structure, features, patterns, trends, 
anomalies, and relationships in data" [12] and "are now being 
used both to convey results of [data] mining algorithms in a 
manner more understandable to end users and to help them 
understand how an algorithm works" [8]. This paper 

proposes that performance-informed DSE can likewise 
beneÞt from multivariate visualization, by, instead of 
presenting only one or a small selection of design candidates, 
providing designers with an overview of entire design spaces 
and/or Þtness landscapes. Combining different 
visualizations, i.e., providing multiple representations, can 
enhance creativity [31]. 

Harding proposes Self-Organizing Maps to visualize high-
dimensional fitness landscapes in ADO [11]. Self-organizing 
Maps are neural networks that arrange high-dimensional data 
in two-dimensional grids based on similarity. Such maps are 
well-suited to organizing design candidates but make it 
difficult to understand relationships between design 
parameters and performance, because this mapping is 
nondeterministic and different for each parameter. In other 
words, self-organizing Maps “distort” design spaces. 

Parallel Coordinates introduce a set of parallel—usually 
vertical—axes equal to the number of parameters of the data. 
To display a datum, one marks the value of each parameter 
on the corresponding axis and connects the resulting points 
with a polyline (Figure 4a). A variation of this method uses 
radial axes, which allow the representation of data as closed 
polylines (Figure 4b). Although such visualizations are easy 
to construct and understand, they become hard to read when 
representing many data, since the polylines tend to overlap 
(e.g., Figure 5). Naturally, such visualization methods also 
become harder to understand as the number of parameters, 
i.e. coordinate axes, increases. 

Design Explorer [32], an online visualization tool developed 
by structural engineering consultants Thornton Tomasetti, 
uses parallel coordinates to represent design candidates 
(Figure 5). Confusingly, the tool’s representation does not 
distinguish between design parameters and performance 
objectives and plots them on the same set of axes. 
Nevertheless, Design Explorer represents an approach that, 
through multiple representations, supports both selection and 
understanding. Similarly, Fuchkina et al. present an online 
“design space exploration framework” that combines K-
means clustering, self-organizing maps, and parallel 
coordinates [10]. 

Figure 4. Three methods to visualize a set of 3-dimensional points in two dimensions: Parallel Coordinates (a), Radial Coordinates (b), and 
Star Coordinates (c). 
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Star Coordinates also uses one coordinate axis per 
parameter, with the axes typically arranged radially (Figure 
4c). In contrast to parallel coordinates, star coordinates 
display a datum not as a closed polyline but as a single point. 
As a point-based representation, star coordinates can 
represent many more data than parallel coordinates, and even 
display a continuous Þeld to represent the space of the data, 
although at the price of making individual parameters less 
readable. 

An important advantage of parallel and radial visualizations 
is that their coordinate axes allow the estimation of 
numerical parameters. This advantage contrasts with other 
methods such as clustering and self-organizing maps, which 
cannot directly represent numerical relationships. 
5.2 Performance Maps 
Wortmann presents Performance Maps [28], a multivariate 
visualization for fitness landscapes. Performance Maps 
project multi-variate design candidates (i.e., design 
candidates with multiple design parameters) onto two 
dimensions with star coordinates, interpolate the underlying 
fitness landscape through a triangulation of the projected 
design candidates and with barycentric coordinates (Figure 
6a), and evaluate the performance of the interpolated design 
candidates through direct interpolations, explicit 
simulations, or with a surrogate model (Figure 6b). The 
surrogate model hastens the evaluation of interpolated design 
candidates in the performance map and thus improves its 
interactivity. 

Performance Maps employ a surjective mapping, where 
every design candidate corresponds to a point on a 
Performance Map, but several design candidates can 
correspond to the same point. But in practice, the employed 
interpolation provides a one-to-one mapping between high-
dimensional fitness landscapes and their two-dimensional 
representations as Performance Maps, albeit with some 
losses. 
5.3 Statistical Analysis 
Statistical methods aim to predict and quantify the impact of 
individual design parameters on performance, which is the 
most direct way of understanding a design space in terms of 
a performance objective. 

Conti and Kaijima use probabilistic graphical models to 
approximate relationships between design parameters and 
performance [5]. Using statistical inferences, these 
probabilistic models not only approximate the performance 
of design candidates (like surrogate models), but also predict 
the most likely ranges of design parameter values for a 
desired performance value. Probabilistic models present 
designer with a range of possibilities to achieve a desired 
outcome, instead of with one or more high-performing 
design candidates. Like other statistical approaches, 
probabilistic models require many samples to make accurate 
predictions. (The rapid performance estimates provided by 
surrogate models can help to overcome this disadvantage.) 
An example structural design problem with six variables 
required 4,000 pseudo-random samples, i.e., simulations, to 
achieve a root-mean-square prediction error below 10% [5]. 
But since no optimization was performed, it is likely that the 
best performing designs were not included in the test set. 

Brown and Mueller [3] present a case study of a parametric 
design for an airport terminal. They analyze the significance 
of design variables and combine them into a single variable 
via Principal Components Analysis and 
Canonical Correlation Analysis. This new variable is more 
“meaningful” since it more directly controls a trade-off 
between structural and daylight performance. 

But designers should be careful when performing such 
simplifications: For a building energy problem with thirteen 
parameters, only two seemed significant, according to a 
sensitivity analysis of total effects with 15,000 SOBOL 
samples [30]. But when performing optimization on the same 
problem, all optimization algorithms almost immediately 
found design candidates that performed better than any of the 
15,000 samples. 

This result implies that, at least in terms of finding the 
highest-performing design candidates, only the non-
significant variables were relevant, because the optimization 
algorithms immediately chose good values for the significant 
ones. In other words, even when statistical analyses use very 
large numbers of quasi-random samples, they can be 
misleading for at least some types of fitness landscapes. As 
such, designers should verify and contextualize statistical 
insights with ADO, because the differences between well-
performing and highest-performing design candidates can be 
informative by themselves. 
6 PERFORMANCE-INFORMED DSE STRATEGIES 

WITH PERFORMANCE EXPLORER 
Wortmann introduces Performance Explorer, a novel tool for 
visual and interactive, performance-informed DSE [26]. He 
further describes several performance-informed DSE 
strategies followed by participants in a user test of 
Performance Explorer. Consisting of different combinations 
of selection, refinement, and understanding, these strategies 
illustrate and—to some extent—validate the proposed 
framework for performance-informed DSE. 

Figure 5. Screenshot of Design Explorer (http://tt-
acm.github.io/DesignExplorer/, accessed 24.10.2017) 
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6.1 Performance Explorer Features and User Test 
After an optimization phase with a model-based algorithm, 
Performance Explorer displays an interactive Performance 
Map, based on the surrogate model resulting from 
optimization. Performance Explorer is integrated with 
Grasshopper, a 3D modelling and simulation platform. This 
integration allows bi-directional, real-time feedback between 
Grasshopper and Performance Explorer: The Performance 
Map reflects parameter changes in Grasshopper, and 
Grasshopper follows parameter changes on the Performance 
Map. In this way, Performance Explorer presents designers 
with (1) a design candidate’s appearance in Grasshopper, (2) 
its design parameters, represented as a radial plot, (3) its 
(approximated) performance, and (4) its location in the 
fitness landscape relative to other candidates (Figure 7). 

In addition to these multiple representations, Performance 
Explorer allows users to verify the approximated 
performance of promising design candidates through 
simulations, and to refresh the Performance Map and 
underlying surrogate model based on the simulation results. 
In this way, users interactively enhance the surrogate 
model’s accuracy by adding additional samples based on 
their preferences. 

A user test with thirty participants found that, compared to 
manual DSE (i.e., manipulating design parameters by hand) 
and automated DSE (i.e., optimization), Performance 
Explorer was more enjoyable to use and provided more 
support for the test’s performance-informed design task [26]. 
The design task asked participants to find, for a given 
parametric model of a small pavilion, a structurally well-
performing design candidate that was a promising starting 
point for further development from an architectural point of 
view. 

6.2 Performance-informed DSE Strategies 
This section presents performance-informed DSE strategies 
that resulted from a survey conducted during the user test, 
which asked participants why and how they selected their 
final design candidates. As such, the categorization of the 
participants’ answers into strategies is somewhat subjective. 

None of the participants accepted the best optimization result 
as the preferred design candidate. This non-acceptance 
indicates that Performance Explorer encourages selection 
and/or exploration. 

Two participants randomly adjusted design parameters. 
Compared to manual and automated DSE, this strategy is 
easier to implement with Performance Explorer, since, 
instead of adjusting individual parameter values, one can 
drag across the performance map: “Navigating through the 
design space (quite randomly) and trying to find a solution 
that looks good according to my concept.” Three participants 
adjusted parameters according to a plan: “A constraint of a 
smaller span was first set, with a greater variation in the three 
heights.” This (random or strategic) manipulation of design 
parameters is an example of refinement. 

One participant tried to understand relationships between 
parameters and performance by manipulating parameters by 
hand: “I tried to understand the relationship between design 
results regarding the displacement value.” 

Nine participants selected design candidates from 
optimization results. In contrast to automated DSE, selective 
strategies can include an extra step with Performance 
Explorer: Verifying the performance of design candidates 
that are predicted to perform well by the surrogate model 
through a simulation: “I chose points in the [well-
performing] sections of the graph and tested out which one 

Figure 6. Performance Map of a structural design problem with eight parameters. (a) displays the triangulation of simulated design 
candidates, and (b) the interpolated performance map resulting from the triangulation. 
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simulates to give the best maximum displacement values and 
design.” 

Four participants selected a well-performing design 
candidate and adjusted it: “I was clicking through the [design 
candidates] to see the overall range of results and fixed on 
the one that I felt was more sculpturally looking and began 
to tweak it with the sliders.” Six participants selected an 
appealing design candidate and used the performance map to 
refine it in terms of structural performance: “Find the region 
that closely [approximates] the final massing that I want by 
using the mapping, change the sliders manually to see how 
the objective changes (whether it is moving to a ‘bad value; 
region or not.” 

Five participants enhanced the visualization of the fitness 
landscape in terms of scope and/or accuracy and selected an 
appealing design candidate with satisfactory performance: “I 
explored the solution space extensively. First, I generated 
extra points to understand areas that also score highly, but 
not as high as the optimal zone. Then, I went around the 
solution space, [simulating] as I went, to explore everything. 
I settled for an area with a good (but not the best) score that 
resulted in a shape that I liked.” 

In summary, Performance Explorer supports (1) selection by 
representing individual design candidates relative to the 
positions of other design candidates in the fitness landscape, 
(2) refinement by providing real-time feedback to parameter 
changes and by visualizing what kinds of parameter 
adjustments might lead to better performance, and (3) 
understanding by visualizing the entire fitness landscape, 
which allows the identification of problem characteristics 
and promising areas for further exploration, and through 
multiple representations. This support is discernable from the 
fact that the largest group of participants applied selection, 

and comparatively large groups strategies with selection and 
refinement and/or understanding. These results clarify that 
selection, refinement, and understanding are not exclusive 
categories, but rather approaches that should be mixed-and-
matched based on individual design strategies. 
7 CONCLUSION 
Performance-oriented DSE is a novel framework for the 
analysis and further development of approaches that bridge 
the gap between explicit problem formulations and “wicked” 
design problems. Such approaches aim to better support 
designers in their computational searches for high-
performing parametric design candidates than optimization 
alone. The paper identifies selection, refinement, and 
understanding as three key aspects of performance-informed 
design and surveys existing approaches in terms of these 
aspects. The survey finds clustering, real-time feedback via 
surrogate models, multivariate visualizations, and statistical 
analyses as important methods and discusses their 
advantages and disadvantages. It describes Performance 
Explorer, a novel tool for performance-informed design that 
employs multiple representations and allows designers to 
mix-and-match selection, refinement, and understanding.  

Future directions include further refining and validating the 
proposed framework, adapting some of these methods to 
multiple performance objectives, to explore and/or develop 
other types of visualizations, and to make more of these 
methods available as easy-to-use tools that work in 
conjunction with each other. Integrating the model-based 
optimization algorithm with Performance Explorer would 
allow alternating between optimization and exploration of 
the Performance Map and—by re-running optimization with 
ranges of parameters limited according to insights gained 
from this exploration—interactive optimization or 
“automated refinement.” 

Figure 7. Performance Explorer in Grasshopper. From left to right: (a) Morphology (i.e., appearance) of the current design candidate, (b) 
definition of the parametric model in Grasshopper (note the green box with the number sliders representing the design parameters and their 

current values), and (c) the Performance Explorer window. 
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ABSTRACT 
The need for creating building systems with smart systems 
is growing. Saving energy in buildings is both important in 
aiding the environment and saving money for the 
companies and organizations who run those buildings. 
Most buildings are now equipped with technology to 
produce accurate electrical outputs that can be used for 
improving the accuracy of energy models. This paper 
discusses typical data-based building energy models and 
proposes new improvements by utilizing a classification 
learner. Estimating sub-hourly and hourly electric energy 
consumptions are discussed using four different data-based 
models. The first model is a linear fit model using one 
regressor, the second is a linear change point fit using one 
regressor, and the third model is a two regressor model 
using a linear fit. The fourth model is a proposed 
Classification Learning model using three regressors. Two 
different types of data were collected: simulation and 
actual data. There are four buildings total: two with 
simulation and two with actual data. The results show that 
the proposed Classification Fine KNN model can provide 
accurate predictions for the data as compared to traditional 
linear modeling techniques. These models are then utilized 
to calculate saving percentage, which is then compared to 
the actual percentage. 
1 INTRODUCTION 
As energy concerns continue to grow, the need for creating 
more efficient building systems has increased. This 
requires us to use modeling techniques to save energy more 
accurately and efficiently. Most modern buildings include 
electric power meters that can read out the energy data at 
specific time intervals. This data is extremely useful, and, 
in most buildings, it is underutilized. This data paired with 
the temperature and what day of the week is useful for 
predicting how much energy a building will consume. 
There is a need to investigate how modern computing 
techniques can benefit these buildings. The single or 
multivariate regression model is widely employed as a 
means of identifying energy efficiency measures, 

monitoring energy consumptions, and measurement and 
verification projects [1][3]. These models, however, may 
not be as accurate as using advanced techniques. The hope 
is to have intelligent applications in the building system to 
find efficiency, optimization, energy assessment, and fault 
detection [1][3][4][5]. Appling these advanced prediction 
techniques can aid in many areas. The model being 
proposed in this paper is the Fine KNN model. A KNN 
model is an algorithm that interprets the data based on the 
inputs given and what the output should be and creates a fit 
based on the data. A Nearest Neighbor model was chosen 
to be a proposed model because it evolves based on the data 
and surrounding points. This makes it excellent for training 
and testing on evolving data, such as building energy 
consumption. These predictions will aid in being able to 
calculate savings. The saving can be calculated after 
simulating optimizations to the air conditioning systems. 
Saving can then be calculated and estimated to determine 
which model creates the best estimation for saving 
calculation. 
2 DATA COLLECTION 
The data is collected from the entire energy consumption 
of the buildings. Building 1 and 2 are collected from a 
simulation data using the energy simulation program 
eQUEST [2]. Building 1 is a simulated building with 
specific dimensions in New York and building 2 is the 
same building in Greensboro, North Carolina. Buildings 3 
and 4 are both real buildings using their actual data in North 
Carolina. Both buildings have different dimensions and 
attributes. Figure 1 shows the whole building electric 
consumptions for the four buildings used as functions of 
dry bulb temperature.  
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Building 1 and 2, as seen in Figure 1, have similar looking 
data. The data differs at the higher dry bulb temperatures 
due to location. Building 2 is located in North Carolina 
which has a higher temperature more often. This affects the 
energy consumption and creates many higher energy 
output data points around higher temperatures when the air 
conditioning has to be turned on. For the real data of 
building 3 and 4, They also have much different looking 
shapes. This is because they are two different buildings 
with different energy consumption needs. Building 4 
consumes much less energy which may be because of the 
way the building is laid out or the amount of people in the 
building, etc.  

Figure 1. Whole building electric consumptions of buildings 
being investigated as functions of outside dry air temperature. 

 

3 BUILDING ESTIMATION MODELS 
There are two main ways for energy consumption to be 
approached in modeling, a forward method and an inverse 
method. The forward method is to use the detailed parts of 
the existing system to predict how the system will act in the 
building [3]. The inverse method is using the actual data of 
an existing system and making models based on the data 
acquired by the system. This paper will investigate the 
inverse method. The inverse method can use multiple 
regressors or just one. There is no single model that is 
appropriate for all buildings and system. This paper 
investigates new techniques to estimate the energy 
consumption on a sub-hourly or hourly basis for each 
building as well as the type of day and dry bulb 
temperature. The four different models listed in Table 1 are 
discussed. The first two are linear models used by systems 
today. The third is a two regressor model using temperature 
and dew point. The fourth model is a proposed 
Classification Learner model.  

 

 

Table 1. Models 1 - 4 and detailed description of each model. 

The Single-Variant Model (Model 1) is a simple linear 
model. This model is based on only one regressor, the dry 
bulb temperature ta. The a and b values are based on the 
best fit method. The single-variant change-point model 
(Model 2) uses the dry bulb temperature ta as the only 
regressor variable but only at 55oF will the model be more 
than just the “a” value for the plot. The “+” indicates that 
the interior of the parenthesis will become zero if outside 
temperature ta is less than t1. Model 3 uses two different 
regressors, dry bulb temperature, ta, and dew point, tdp. 
Model 3 then uses a simple one degree poly fit to estimate 
what the energy consumption would be. These models 
(Model 1, 2, and 3) are used widely across commercial and 
residential areas. These models are easily applied and have 
data that is easily accessible. Data for these models can be 
obtained easily from electricity bills and simple output 
algorithms within the building. These models do not 
consider the day of the week or hours of each day when the 
air conditioning is on or not. These factors are considered 
in Model 4. Model 4 is a Fine KNN. KNN stands for K 
Nearest Neighbor which is a classification learning 
technique. The nearest neighbor determines several 
samples that can be classified as a certain group (Yong, 
2013). Usually, this technique is used with binary data sets 
where there are few classifications it can be described to, 
such as a “+” or “-“. For the energy consumption data, the 
KNN model predicts the data into small pockets of many 
possible outcomes. This is the reason a “Fine” method is 
used. The “Fine” version of the KNN only places data into 
a category if the data is very close and fits well. Since there 
are many outcomes to be trained for, the algorithm must be 
certain that the predicted value is correct. “Fine” describes 
how far away the neighbors are that the data is trained off. 
The “Fine” version of the KNN uses close data around it to 
train and trusts them to be accurate. The fine setting was 
chosen because the data is reliable enough that using 
nearest neighbors with a fine detail and create an accurate 

Note Models Regressor  
(ta, tdp) 

Parameter 
(a,b,c) 

Equations 

Model 1 Single 
Variant 

1 2 
atbaY .+=  

Model 2 Single 
Variant 
Change-Point 
t1 

1 2 +-+= ).( 1ttbaY a  

Model 3 Double-
Variant 

2 3 
dpa ctbtaY ++=  

Model 4 Classification 
Learner 

3 - - 

Model 5 Neural 
Network 

3 - - 
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model. The learner takes multiple inputs, as shown by 
Figure 2. 

 

Figure 2. Inputs and outputs that define the Classification 
Learner 

4 RESULTS 

The one-year data collected are divided between training 
data that is for the first nine months of the data and testing 
data covering three months. All models are developed by 
taking the training data and placing the model against the 
testing data. An example of the training and testing is 
shown below in Figure 3. 

 
Figure 3. Training and Testing data with a linear fit line for 

Building 3. 

To discuss these results, the performance of each model 
will be analyzed for all buildings. In a general sense, the 
Linear models (Models 1, Model 2, and Model 3) have a 
lower training and testing R-Squared value as compared to 
the Classification Learner.   

 
Figure 4. R-Squared Values for each building and model. 

Looking at Model 1, we see that the test values fall below 
0.2 for all buildings. This demonstrates how the single 
linear model does not fit the data very well. This can also 
be seen in the Figure 5 with the poor fit onto both buildings. 
The data is spread widely for all the dry bulb points and 
having a single linear line to fit to the data does not predict 
the data well. The two times where the R-Squared was high 
for model 1, buildings 3 and 4, the data collected had much 
noise on it due to the acquired data being from a real 
building with fluctuations in the amount of total energy 
consumed.  

Dry Bulb 
Temperature, 
Day of Week, 
Hour of Day 

Energy Output 
Prediction 

Fine 
KNN 
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Figure 5. Results of Model 1 on Building 1 and Building 3 

Model 2 creates a better fit than Model 1. In every building 
the testing results of Model 2 is an increase on Model 1 R-
Squared result. This improvement comes from the change 
point considering how the air conditioning system works. 
The air conditioning systems come on at around 55 degrees 
Fahrenheit which increases energy consumption. Figure 6 
shows how the testing fit on the real and simulated 
buildings is more accurate than in Figure 5 but still not as 
accurate as possible. In the simulated data, the change point 
fit only is accurate for a small fraction of the data. Figure 4 
illustrates this point as well because the R-Squared for the 
testing data for Model 1 is less than Model 2 for both 
Building 2 and 4.  

 

 

 

 
Figure 6. Results of Model 2 on Building 2 and Building 4 

Model 3 creates a better fit than Model 1 and 2 in all 
buildings except Building 3. This may be due to how R-
Squared is calculated. Since it falls within the middle of the 
data and R-Squared calculations take the difference from 
each data point, the R-Squared value may be giving a 
misleading number when calculated. When looking at 
figure 7, it appears that the second graph is only linear. It 
is not linear though because it does slightly spread in the 
middle. The data does not spread as much in the real data 
because the data points are closer in relation to each other 
without much jumping as in the simulation data.  
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Figure 8. All proposed model results on Buildings 1-4. 

 

Figure 7. Building 2 and 4 with Model 3 fit onto the data. 
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Overall, Model 4 does the best when compared to the other 
three models. By training the Classification Learner with 
more than one regressor as well as using neural network to 
train create the model, the R-Squared values were greater 
than the linear model. Figure 7 shows how the testing fit 
onto the data matches the fit and more accurately represents 
the data. The data points predicted to fit onto the data set 
are visibly closer than a single line of fit. The data also 
backs this up by showing that all R-Squared values are 
greater in the Classification Model as compared to the 
linear fit models, as seen in Figure 4. 

Figure 9 shows how the models fit as compared to the 
actual data per one week of data. On the x-axis, one being 
Monday and seven being Sunday. The proposed model, 
model 4, fits very closely to the actual data unlike model 1, 
2, and 3. This demonstrates how unwell these models fit 
the actual data as compared to Model 4. This can also be 
seen in Figure 4 with Model 4 being much closer of a fit 
with the R-Squared values 
 

5 SAVING CALCULATIONS 

Table 2. Estimated Saving Percent for each model. 

Annual saving calculations were done on the simulation 
buildings. The eQuest simulation program was used to 
simulate optimized energy consumption. The optimized 
factors were a light change from 1.2 to 0.8 watts per square 
foot, a Fan Premium, and Optimal Supply Air 
Temperature.  The estimated data was created by training 
the all the models from Table 1 with the optimized data 
using nine months of training and three months of testing. 
As seen in Table 3, the saving percentage is all positive. 
That is because the actual data used more energy than the 
optimized data, so the saving percent is positive. The 
estimated data in Table 3 is within two percent of the actual 
data, showing that using the classification learner is a good 
fit of estimating actual savings for the simulation data. 
Model 1 outperforms Model 4 in Building #2 but this may 
come because of circumstance of the data due to Model 1 
being much less accurate for Building 1. Model 4 also is 
the most consistent with its errors as compared to the other 
three models because it is close by similar percentages, a 
little less than two percent, unlike the variations of the other 
two models. 

 
6 CONCLUSION 
Four different data-based models or estimating energy 
consumptions were tested on four buildings. The models 
are two single regressor models, a two regressor model, 
and one classification learning model. The data was 
collected from a simulation and from real building data. 
The models were evaluated using these data sets. The 

 Actual Model 1 Model 2 Model 3 Model 4 

Building 
#1 

27.82% 23.54% 33.43% 39.98% 26.93% 

Building 
#2 

35.51% 36.81% 44.21% 52.36% 33.30% 

Figure 9. One week of testing data for Building 1 
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testing results indicated that the regression model with the 
proposed classification learning could improve the models’ 
accuracy. In Building 1, Model 1 had an R-Squared value 
of 0.06, Model 2 had a value of 0.09, Model 3 had a value 
of 0.33. These values are low and do not fit the data well, 
unlike the classification learner which had an R-Squared 
testing value of 0.97. In Building 4, this pattern is seen 
again with Model 1,2, and 3 having R-Squared values of 
0.17, 0.35, and 0.46. Model 4 was only slightly greater at 
0.55. This result comes from issues with how noisy the data 
is in the actual buildings and affects the r-squared value. 
Overall, the proposed model performed better than any of 
the other three models. While in building 4 the r-squared 
value of model 3 gets close to model 4, model 4 shows its 
benefit by being more consistent with its results always 
above 0.5 r-squared value. By using a Nearest Neighbor 
model to predict how the energy consumption of the 
building, it is effective in predicting models. The Fine 
KNN model is also effective because of the short training 
period it takes. If used for saving calculation, it can be 
effective for all businesses to implement this prediction 
model and predict and optimize their building for saving 
0.39 for test values, respectively. Model 4 has an R-
Squared value of 0.53, higher than the other models. 
Overall, using the classification learner compared to the 
linear models is more accurate and reliable at predicting the 
behavior of the data in real and simulated data. This can be 
applied to real buildings in order to optimize and save 
energy within buildings. Table 3 demonstrates that 
predicting the saving with the Classification Learner is 

close, within 2%, of the actual predicted savings when used 
with optimization data within Buildings 1 and 2.  
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ABSTRACT 
The shape grammar formalism has offered a visual, rule-
based framework for interpreting architectural languages for 
over forty years. However, the ability to implement 
grammars within a technology that allows for direct 
engagement with shape rules and productions so that they 
can be dynamically simulated, shared, understood, modified, 
and brought into a more active theoretical dialogue is only 
partially achieved. The work here asks how a new 
technology that allows shape rules to be implemented by 
drawing shapes to specify scripts instead of writing code can 
reinvigorate shape computation to advance formal analysis 
and synthesis in architectural research. More precisely, a 
case study to implement an analog grammar on John 
Portman’s domestic language with a new shape grammar 
interpreter, the Shape Machine, is presented to take on this 
question. The results are illustrated as a visual catalog of 
sample designs generated in the software. The results suggest 
further insights on Portman’s language of the house 
prompted by the machine-based specification. 

Author Keywords 
Shape Grammars; Shape Grammar Interpreter; Shape 
Computation; Formal Composition; Rule-Based Design. 

ACM Classification Keywords 
D.1.7 VISUAL PROGRAMMING; I.2.1ARTIFICIAL 
INTELLIGENCE; I.6.1 SIMULATION AND MODELING; 
J.5. ARTS AND HUMANITIES – Architecture 

1 INTRODUCTION 
Questions on the role of the computer in architectural 
research cover a variety of concerns to date, but in the late 
twentieth century a significant body of work in formal, visual 
computations to understand architectural composition was 
advanced. This specific trend was formalized in the 70s with 
research in shape grammars and continued prominently into 
the 90s. However, the initial value proposition of visual 
calculating remains incompletely realized in available 
software implementations to date. What happened? Do we 
need formal theories in architectural design? Does 

computing them add any value? Can a technology help to 
support and communicate the implications of a theoretical 
proposition? Was this trend merely a fad? Was it too abstract 
or too complicated to engage broader participation? Was it 
ahead of its time? And by extension, has it been simply 
misunderstood in the context of available technologies?  

This study adopts a hypothesis that a new technology can 
help revitalize possibilities for shape computation in 
architectural research by providing a medium for engaging 
shape rules and productions. To follow this aim, the research 
experiments with an interpreter that allows a shape grammar 
to be represented by drawing shapes in visual rules to specify 
formal relationships and automating a production process to 
generate designs without requiring users to interface directly 
with the background script. The only programming required 
of the grammar designer is authored in a visual language by 
drawing shapes. Notably, the implementation is based on an 
existing analog grammar computed by hand to speculate on 
John Portman’s architectural principles as characterized by 
his 1964 house, Entelechy I [1]. By translating from a hand-
authored grammar to a machine-based specification, the 
research questions how the technology can inform the theory 
on Portman’s architectural language. The visual calculations 
are accomplished in the Shape Machine, a shape grammar 
interpreter implemented as a plug-in for Rhino. In all, the 
research aims to experiment with this prototype environment 
for shape computation to critically engage in formal analysis 
and synthesis with the machine.  

2 BACKGROUND 
The notion of visual algorithms for the description, 
interpretation, and evaluation of creative artifacts emerged in 
the 70s with the invention of the shape grammar formalism. 
Shape grammars were introduced by Stiny and Gips to define 
generative specifications for painting and sculpture [2], a 
project that grew to consider how computer models could 
more broadly inform criticism and design across the arts in a 
theory of algorithmic aesthetics [3]. An initial expansion of 
the project to address architecture focused on the language 
of Andrea Palladio, resulting in Stiny and Mitchell’s 
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Palladian grammar. Essentially, the grammar is a 
computational theory for generating Palladian villa plans 
constructively with shape rules. Designs produced in the 
grammar include both actual designs from Palladio’s corpus 
and new interpretations that conjecture artificial design 
solutions that Palladio never realized himself. Their novelty 
is in how they precisely comply with the theory on his 
architectural language as described by the rules [4]. This 
algorithmic approach to architectural theory inspired another 
project in the 90s to author a custom software so that possible 
Palladian villas could be generated in plans and elevations. 
The project was inspired by the theory of shape grammars 
and especially the Palladian grammar, but in the end offered 
another interpretation on Palladio that departed from the 
grammar in much of its theoretical import. The details are 
articulated by the authors, but what is more interesting to 
consider here is how the research motivated Hersey and 
Freedman to propose an argument for a new type of theory 
for architectural history, where possible and actual villas 
would be studied together to foreground the architectural 
style, symmetry, and geometry of a language of designs [5].  

These initial strands of computational studies on Palladio 
share an ambition to interpret a formal speculation with a 
robust technology to rethink and enliven architectural theory. 
By privileging a visual mode of representation and a 
mechanical mode of interaction, they aim to offer an 
understanding of rule-based geometric productions where 
the computer model can be considered a partner [6]. The 
project here revisits this aim in the context of recent 
developments in shape computation. The research addresses 
the current state of the art on shape grammars in terms of 
theoretical foundations and refinements [7-9] as well as on 
the implementation front to address the issue of an 
appropriate technology for formal inquiry. Notably, research 
progress in the last decade has delivered an increased ability 
to experiment with more robust shape grammar interpreters 
and implementations. Nonetheless, recent assessments on the 
current landscape of the technology identify that the 
available solutions still leave much to be desired in relation 
to key concepts of shape grammar theory. The notion of 
simple means to engage the user on the frontend that can 
support emergence throughout a generative process is 
especially unresolved [10].    

The specific methods here test the impact of a new interpreter 
in addressing John Portman’s domestic language. The 
starting point is an initial shape grammar on the house that 
was computed by drafting in an analog mode [1]. The new 
interpreter, the Shape Machine, provides an unprecedented 
medium for implementing this research to explore visual 
calculating in Portman’s language of the house. The Shape 
Machine is authored in Python and structured on the 
maximal representation defined in the shape grammar 
discourse to specify a minimum draftsman’s representation 
for any shape [7, 11]. The backend recognition algorithms of 
the machine are characterized by this maximal representation 
[12, 13]. The current prototype provides this support for a 

vocabulary of shapes that can be specified on the frontend in 
an intuitive way by drawing arrangements of straight lines 
and arcs in two-dimensional space. Interaction with the 
engine occurs exclusively in the standard Rhino workspace 
so that no hard-coded scripting is required of the user. 
Recognition algorithms allow the machine to search for any 
part embedded as a subshape of a given shape or an overall 
design in progress as specified by a drawing. To complete 
the plug-in, shape modification algorithms facilitate 
productions in the engine, which are currently available for 
all Euclidean transformations [13].  

3 METHOD 
The process of automating a shape grammar in the Shape 
Machine is straightforward in the sense that the entire 
activity occurs within the Rhino design environment. The 
current version of the Shape Machine plug-in is operated 
with five major components on the frontend: (a) the viewport 
workspace for graphical definitions, preview displays of 
candidate matches for rule application, and the generation of 
a design; (b) the standard toolbar for drawing shapes 
composed of lines and arcs to serve as inputs for the engine; 
(c) a custom toolbar that calls the functions of the engine as 
encoded for the transformations under which shape 
recognition and shape modification apply; (d) the layers 
panel for assigning attributes to shapes; and (e) the standard 
command line to communicate feedback from the engine and 
prompt user action or selection as required. 

Programming by drawing shapes is achieved with a rule 
template and an initial shape that can be defined anywhere 
within the viewport workspace. The Shape Machine rule 
template provides a format for specifying a left-hand side 
(LHS) defining the search space for a rule to query in a 
design and a right-hand side (RHS) defining the 
transformation to change the shape as drawn in the rule. 
These sides are separated by an arrow pointing from the LHS 
to the RHS and stabilized with cross-shaped registration 
marks in the lower left part of each side of the rule to 
precisely coordinate the geometric transformation (see 
Figures 2-6). Rhino layers are assigned in the plug-in as 
labeling devices for attributes that distinguish the template 
and shapes by default. Layers can be further customized to 
encode additional descriptions to aid in the specificity of rule 
application following common computer-aided design 
conventions. Following this setup, calculations in the 
grammar are in the direct product algebras U12 x V12 to specify 
a design space of straight lines, arcs, and labelled lines in 
two-dimensions [8]. Assuming a shape rule is composed 
with respect to this vocabulary and within the space of the 
shape rule template, it is ready for application. 

Rule application is initiated by selecting the transformation 
under which the rule applies from the Shape Machine 
toolbar. For the purposes of this study, only the isometry and 
similarity transformations were used for applying rules. 
Once the transformation is specified, the Shape Machine 
asks the user to select a shape rule. This selection must 
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include the rule template which is essential to the precise 
encoding of the geometric data. Subsequently, the Shape 
Machine requests the input of a design where the rule should 
be applied, which prompts the designer to select an initial 
shape or design already instantiated in the workspace. Then, 
the command line provides the information for how many 
matches are found based on these inputs and the graphical 
display highlights a single match of the LHS in one color 
with a preview of the application of the RHS highlighted in 
a second color. At this point, if there is more than one match 
for the shape rule, the user can cycle through a preview of 
each match to understand the complete implications of the 
rule with respect to the design under consideration. The user 
can then choose whether to apply the rule, try another one, 
or exit the production. Rule application can be selected in 
two modes so that a rule can either be applied directly for one 
match or in parallel for all matches under a command in the 
software called “apply all.” When a rule is applied, the  entire 
design selection is redrafted in its maximal representation.  

4 CASE STUDY 
The implementation focuses on the automation of the 
Entelechy grammar. To distinguish this project from 
previous work, the shape-machined grammar is more 
precisely called the Portm-Ino grammar. The name is given 
to postulate how the house in Portman’s conception is a 
systematic, residential configuration along the lines of Le 
Corbusier’s Dom-Ino framework. Readers interested in more 
background information on the formal analysis of the 
original house design and the resulting analog grammar are 
referred to [1].  The key detail to include briefly is that the 

house is composed systematically as a nested framework of 
major and minor spaces. The major spaces define the 
underlying field of square n x m cells so that Entelechy I is 
characterized by a 3 x 5 major grid resulting in fifteen major 
spaces layered with a minor grid of twenty-four circular 
minor spaces centered at the corner intersections of major 
cells in the grid. In the original Entelechy I design, major 
spaces are divided to demarcate one side of the house for 
public entertaining use with double-height living spaces 
(denoted by an X in the plans) and the other side for private 
family use with bedrooms and adjacent casual living spaces. 
Within the housing system, the minor spaces are articulated 
with hollow or exploded curvilinear columns utilized as 
support spaces for atmospheric and accessory uses including 
lightwells, stair wells, closets, studies, libraries, half-
bathrooms, and micro-galleries. 

Figure 1 is useful for a visual overview of the generation of 
a design in the Shape Machine. The detailed derivation for a 
3 x 3 major grid as automated in the software is shown in a 
boustrophedon manner to briefly outline the character of 
each of the stages and to introduce the system of the house 
language. Two plans execute the shape rules of stage 1 to 
define a framework as a tartan grid (Figures 1a-1b); the next 
six steps in the production illustrate the development in stage 
2 to clarify a configuration in the language (Figures 1c-1h); 
and the remaining process illustrates the application of the 
shape rules of stage 3 until the last plan, which is produced 
with a combination of the final shape rules of stage 3 and the 
termination process to end the automation (Figures 1i-1o). 

 
Figure 1.  A sample derivation for a 3 x 3 design as produced by Portm-Ino grammar implemented in the Shape Machine.

(a) (b) (c) (d) (e)

(j) (i) (h) (g) (f)

(k) (l) (m) (n) (o)



282

These stages follow the logic of the Entelechy grammar for 
ease of comparison. Readers familiar with the analog 
grammar will notice a simplified output so that shape rules 
and productions are focused on a single plan. Given its 
function as a piano nobile defining the entry of the house, the 
upper level is privileged. It follows that the ground level and 
roof can be derived from the logic of the intermediate floor 
that mediates above and below. Parallel productions are left 
for future work when the interface can more readily support 
these computations without manual intervention. A visual 
illustration demonstrating the application of the subset of 
shape rules used in the production of Figure 1 is available at 
http://www.shape.gatech.edu/Machine/.  

Additional detail on the implemented grammar is presented 
in two parts. First, a selection of rules (Figures 2-6) will be 
discussed in terms of their visual and verbal specification. In 
order to illustrate rule application, each rule is also paired 
with a subsequent matching illustration that shows each non-
equivalent LHS match for that rule found in the Shape 
Machine (Figures 7-11). This set of illustrations all refer to 
the design production of Figure 1 to give a more 
comprehensive picture of interacting with the shape rules and 
productions of the grammar in the software. Following this 
snapshot, a sample catalog of complete designs generated in 
the machine-based specification is presented and discussed 
to illustrate some results from the implementation.  

The power of programming with shape rules is in their ability 
to encode precise relationships that interpret a design 
intention with a visual representation. Figures 2-6 illustrate 
rules from stages 2 and 3 of the grammar chosen to give 
examples of how shape rules can describe the specification 
of an entry, walls, elements of structure and exterior skin, 
bedrooms, and a fireplace. Each rule is articulated with the 
Shape Machine rule template to specify the transformation 
from LHS to RHS. The rules are exported directly from the 
software and depict the visual specification needed to apply 
the rule in a shape computation.  

Figure 2 gives an example of how a rule can be programmed 
to specify a primary entry for a configuration in stage 2 of 
the grammar. On the LHS, the emergent eight-sided shape of 
lines and arcs reflects the resultant major space produced 
when the minor grid of circles is added to a design (Figure 
1c). The double line on top of the figure designates the front 
orientation  (Figure 1d). On the RHS, the double line is 
translated to reflect the recessed entry and the exterior-
oriented side of the eight-sided shape is trimmed so that the 
space will no longer be recognized as a closed interior shape. 
A triangle shape label is also added on the RHS to further 
articulate the entry. The rule is applied under similarity in the 
Shape Machine to the design of Figure 1d to produce the 
design of Figure 1e. Figure 7 shows how the machine finds 
three non-equivalent matches of the LHS of the rule, each 
reflecting an instance of the embedded shape that can 
potentially become the main entry of a design. The entry 
choice relates to both exterior conditions as influenced by the  

site context and interior conditions as the entry implies the 
possibilities for the symmetric or asymmetric arrangement of 
the interior space. The match of Figure 7b was applied in the 
implementation of the 3 x 3 design to reflect a bilaterally 
symmetric organization as shown in Figure 1.  

 
Figure 2. A shape rule to locate the primary recessed entry. 

The next four rules are from stage 3 to define the detailed 
architectonics of a design. This stage had significant 
development in the Portm-Ino grammar as the 
implementation raised the bar in terms of the desirable level 
of detail, with a goal to achieve the articulation expected in 
an architectural floor plan. Figure 3 depicts a rule for 
generating wall locations after the development of a 
configuration has carved out the spaces and volumes of a 
design, leaving the lines of the resulting enclosed spaces 
intact as shown in Figure 1h. The LHS of this rule essentially 
looks for the remaining lines of the major grid that demarcate 
a division of space as measured between the circular minor 
spaces. The RHS develops the representation from a single 
line to a double line to effectively produce a wall. Figure 8 
shows the seventeen non-equivalent LHS matches of this 
rule when applied under similarity in the Shape Machine to 
the design of Figure 1h. These are all applied in parallel to 
generate the thickened walls of a design. 

 
Figure 3. A shape rule to designate generic thickened walls.  

Proceeding to the architectonic development of minor 
spaces, Figure 4 illustrates a shape rule for specifying the 
curvilinear wall segments that form the enclosure for an 
exterior hollow column along the side and back orientation 
of the perimeter. The LHS looks for the circular minor spaces 
with the T-shape inside that designates these locations as 
shown in Figure 1j. The RHS adds the elements, which 
include the four structural components of the column 
oriented to the cardinal directions and two exterior partitions 
that continue the enclosure system when it meets these 
particular hollow columns at the perimeter. The resulting 
enclosed minor space is also labelled with a line to denote an 
unassigned space in the plan that can be developed in the 
rules that follow for a particular use or feature of a design. 
Figure 9 shows the six matches of the LHS of this rule found 
in the Shape Machine. All of these matches are applied in 
parallel in the production of the Figure 1 design.  

 
Figure 4. A shape rule to add curvilinear wall elements. 
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Moving on to the particularities of the interior spatial 
arrangement, the relationship defining bedroom locations is 
specified in Figure 5. Bedrooms in the language of the house 
are always in direct connection with one minor space that is 
enclosed as a private bedroom study or closet. Additionally, 
bedrooms always have exposure to at least one operable 
window wall for an immediate connection to natural light, 
view, and ventilation. The LHS designates this relationship 
by defining a search space that includes: (a) an unassigned 
minor space denoted by the circle with a line centered across 
its diameter; and (b) a major space enclosed by three walls, 
one of which must be located on the exterior. The RHS 
develops the bedroom to articulate the assignment of the 
single minor space, the curvilinear enclosure elements that 
close off the space from the other three adjacent minor 
spaces, and the labeling of the bedroom as denoted by the 
circular label. Figure 10 shows the three non-equivalent 
matches of the LHS of the rule found when applied to Figure 
1l. The matches of Figure 10a and c were instantiated in two 
applications of the rule in the Figure 1 design.  

 
Figure 5. A shape rule to locate bedrooms.  

To complete the description of select specific rules and their 
applications, Figure 6 is offered to illustrate a rule for placing 
the fireplace. The LHS specifies a query for a space 
characterized by two adjacent double-height major spaces. 
The RHS adds the double-height fireplace centered within 
this volume and oriented to provide potential access from 
both sides. The fireplace is tailored to fit between two hollow 
columns. Figure 11 depicts the three non-equivalent matches 
for this rule when applied in the Shape Machine under 
similarity. The match of Figure 11a was applied to produce 
the final 3 x 3 design as shown in Figure 1o.  

 
Figure 6. A shape rule to locate a fireplace.   

This account of select shape rules and their production 
demonstrates how abstract rules can represent architectural 
reasoning in a compressed visual medium. These rules 
depend entirely on their context, so that a change in the range 
of inquiry equally shifts the possibilities of the description 
[14]. To gain a more comprehensive view of the grammar, 
Figure 12 illustrates thirty plans produced in the software 
with the complete set of shape rules. The resulting catalog 
includes sample designs in the language for a series of n x m 
grids. The pair of 3 x 5 designs includes the plan of the 
original Entelechy I as produced in the machine (Figure 12n). 
Read as five columns, the contrast between pairs of 
variations captures the flexibility of the language as the n x 
m canvas increases from XS to S to M to L to XL. The  

 
Figure 7. Three non-equivalent matches of the LHS of the shape 
rule to locate the entry (Figure 2).  

 
Figure 8. Seventeen non-equivalent matches of the LHS of the 

shape rule to locate walls (Figure 3).  

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q)

(a) (b) (c)
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Figure 9. Six non-equivalent matches of the LHS of the shape rule 

to add curvilinear wall elements to non-corner perimeter hollow 
columns at the side and back orientations (Figure 4).  

 
Figure 10. Three non-equivalent matches of the LHS of the shape 

rule to locate bedrooms (Figure 5).  

 
Figure 11. Three non-equivalent matches of the LHS of the shape 

rule to locate a double-height fireplace (Figure 6).  

designs can additionally be read as six rows characterized by 
the depth of their major grid structure as a 2-series in the top 
pair of rows, a 3-series in the middle pair, and a 4-series in 
the bottom pair of rows. 

These results verify a sample of possible designs in the house 
language though more candidates can be generated with the 
grammar. A first grouping of designs distinguishes a subset 
characterized by the axial division of public and private 
zones observed in the design of Entelechy I to include Figure 
12a, c, f, g, j, k, m, n, p, q, and z. While these designs 
certainly convey the systematic expressiveness of the house 
language, the question brought forward by implementing the 
grammar in the Shape Machine focused on how this system 
could address not just potential Entelechy variations that 
look nearly alike, but what other designs the system could 
generate through possible variations of the house language 
Portman never considered. The more precise inquiry focused 
on how to release the constraints of the axial division of 

public and private space to explore alternative potentials in 
the new medium. This pursuit extends the investigation to 
understand how the distribution of major volumes in a design 
expressed vertically to connect levels as well as horizontally 
to define circulation halls can be more expressive. The 
hypothesis developed in shape rules to test its possibilities  in 
the productions suggests that the organization depends on the 
relationship between the entry and the  planar circulation of 
the upper level as mitigated by the modular structure of the 
major grid. This relationship is arranged in terms of an entry 
sequence that connects to the embedded network of figural 
minor spaces for another layer of connection. This 
multivalent coordination foreshadows Portman’s elaborate 
use of circulation in his designs for commercial hotels and 
urban habitats that are primed for further expansion. 

Considering the columns of XS, S, M, L, and XL designs, 
each shows a different range of possible locations for the 
entry to initiate this understanding as assigned in the shape 
rule of Figure 2. We can elaborate possibilities by discussing 
the 2, 3, and 4-series of designs in sequence. To start, Figure 
12 a-j all represent designs in the 2-series. These designs all 
have the same entry sequence from the entry bridge to the 
foyer, which meets the perimeter offering a view out to the 
surrounding site. Circulation halls and double-height 
volumes in these programs define rectangular and L-shaped 
spaces, with the exception of a U-shaped hall in Figure 12d.  
In terms of larger open volumes provided by major spaces to 
vertically connect levels, designs range from having zero 
openings (Figure 12a) to up to three openings (Figure 12e, j). 
These reflect further possibilities in room arrangement from 
open loft designs to three-bedroom programs.  

Increasing capacity for variation with an enlarged canvas, all 
designs in the 3-series have the characteristic entry sequence 
to match the original Entelechy I (Figure 12k-t). Additional 
figures of circulation halls and continuous double-height 
volumes include a +-shape (Figure 12m) and T-shapes 
(Figure 12n, o, s, t). Designs in the 3-series range in their 
major double-height openings from one opening (Figure 12k, 
m, p) all the way to an expansive six openings (Figure 12o).  

Lastly, the 4-series builds on this logic with the same entry 
sequence from the entry bridge to a foyer to a double-height 
space that meets the perimeter (Figure 12u-dd). The designs 
of the 4-series are unique in their foyers and central halls that 
are doubled in depth so that the planar space emerges as an 
expanded single-height volume with additional expressive 
possibilities. For example, the design in Figure 12w shows a 
rotational symmetry at the interior hall so that three corner 
bedrooms each have their own bathroom and adjacent major 
double-height volume, suggesting a context where desirable 
views are offered on all sides. To contrast this, Figure 12bb 
illustrates a long double-height hall along the back of the 
house terminated by a corner bedroom, offering a significant 
volumetric and visual connection to the exterior site. In this 
series, open double-height volumes at the major scale 
increase to consider up to seven openings (Figure 12y). 

(d) (e) (f)

(a) (b) (c)

(a) (b) (c)

(a) (b) (c)
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Figure 12. A visual sample of mechanically produced design variations in the Entelechy language for a series of n x m grids. The 3 x 5 
plan labeled n is the original 1964 design of Entelechy I as produced by Portm-Ino grammar implemented in the Shape Machine.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

(p) (q) (r) (s) (t)

(u) (v) (w) (x) (y)

(z) (aa) (bb) (cc) (dd)
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5 CONCLUSION   
The Shape Machine provides a generous medium for 
elaborating the formal theory on Portman’s language of the 
house in an active way. Like working in any new medium, 
opportunities were found in the process that confirmed the 
novelty of this environment and provided new insights on the 
architectural theory too. Specifically, three theoretical 
concepts to differentiate Portman’s language of the house 
came forward. First, a logic of networked circulation 
preconditioned for expansion is seen in the house as a system 
initiated at the entry. This circulation in the house is 
horizontally built into the logic of major spaces and 
vertically built into the minor spaces to suggest a network 
ready for change to address new concerns. Second, a 
modular measure for parameters that scale is inscribed in the 
house to pragmatically allow for adaptations mitigated by the 
module. This modularity is intentionally plural to provide 
multiple interrelated measures based on increments that 
allow for playful symmetries, asymmetries, and proportions 
to be explored within a design in the language. Finally, the 
language of the house illustrates a structural character that 
tests the expressiveness of simple geometries. This 
simplicity is seen in the fact that the geometric vocabulary is 
essentially defined by a circle and a square. Future work will 
aim to address how the language can be restructured in the 
Shape Machine for arguments beyond the domestic scale. 

More generally, the shape-machined implementation 
promotes a rule-based visual approach that can be readily 
picked up and continued. This productive format is 
conducive to our paradigms of knowledge sharing today – 
via machine-readable files, scripts, searches, hashtags, and 
more. The advantages of this prototype environment cannot 
be overemphasized in terms of the simplicity and 
accessibility of the user interface, the time-savings afforded 
by being able to encode a custom function by programming 
with shapes, and the alleviation of fatigue from repetitive 
tasks that can be easily automated. The current prototype of 
the Shape Machine computes with shapes composed of 
straight lines and arcs in two-dimensional space. Rules are 
applicable under all Euclidean transformations. Shape 
computation as a comprehensive program suggests an 
expansion of the engine to include shapes in two and three-
dimensional space as well as further transformations, 
parametric definitions, parallel productions, and interfaces 
for recording or predictively suggesting rules. 

The Shape Machine provides researchers with a technology 
that allows them to try shape rules out, test the hypotheses 
they put forward, and generate productions that synthesize 
the overall expressiveness and impact of their interpretation.  
More specifically, the methods presented here provide a way 
to precisely define a formal theory in architectural research. 
Automating the process in the Shape Machine confirmed 
analytical intuitions, challenged them productively, and also 
demonstrated how a shape rule can be recast just like a design 

– for many different decompositions according to purposes 
that evolve [14]. As a medium, the Shape Machine provides 
a way to critically foreground a variety of architectural issues 
in a dynamic interaction to suggest that a computational 
architectural theory is within reach.  
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Interpreting non-flat surfaces for walkability analysis
Mathew Schwartz1 and Subhajit Das2

ABSTRACT
Through laser scanning, GIS data, new manufacturing meth-
ods, and complex designs, analysis of terrain in relation to 
human mobility is becoming ever more necessary. While 
standards for wheelchair ramps exist, they rarely show the 
entire picture, nor do they account for surface variation be-
yond a single axis. Although graph creation techniques in 
CAD exist for flat terrain, directional edge weights account-
ing for this variation are lacking. In this paper, a summary of 
research from both biomechanics and architecture in relation 
to surface walkability is presented, followed by a review of 
creation methods for a searchable graph representing an en-
vironment in CAD. A novel graph creation method that can 
respond to variations in surface height for walkability anal-
ysis is presented, where the edge weights of the graph are 
based on surface condition of parent-child height variations.

Author Keywords
human factors; walkability; computation; graph, analysis; 
architecture; space syntax; evaluation,urban design

ACM Classification Keywords
I.6 SIMULATION AND MODELING : [General]; J.5 ARTS 
AND HUMANITIES: [Architecture]; D.2.2 SOFTWARE 
ENGINEERING: Design Tools and Techniques—Human 
Factors; I.3.6 COMPUTER GRAPHICS: Methodology and 
Techniques—Ergonomics

1 INTRODUCTION
While acoustics, lighting, and thermal comforts are common-
place in building analysis, more individualized human factors 
are often left out. Two main challenges to integrating these in-
dividual factors are: the simulation and specific analysis from 
a human perspective, and the interpretation of a building or 
environment to run these metrics on. The latter issue is the 
focus of this paper, as the former is often the focus of biome-
chanics research through human subject studies and can be 
used as reference data.

To calculate walking distance and visibility in space, various 
academic approaches to the problem have been developed,
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c© 2019 Society for Modeling & Simulation International (SCS)

largely revolving around line of sight and overall shortest path
movement from different rooms. However, the manufactur-
ing and traditional construction methods of the past kept the
ground floor of a building flat. With newer technology and a
look at the urban scale, this flat ground is not guaranteed. It
is the goal of this paper to introduce an algorithmic approach
to interpreting an unknown terrain or building environment in
CAD as a searchable and directional graph whose nodes exist
only in user-defined accessible terms. While the term walk-
ability is used in various contexts, this paper focuses on the
generation of the graph in which additional analysis can be
generated.

1.1 Human Factors Based Evaluation
There is often a misunderstanding from the design perspec-
tive of the role of localized human factor analysis in build-
ings. While a building can be considered a structural frame or
blank template that allow an occupant to freely move within,
the layout, shape, and small details such as carpet type can
have a profoundly larger impact than many realize. Further-
more, the lack of tools and analysis methods makes it nearly
impossible for a designer to have the background knowledge
and mental computation to make choices related to the hu-
man. Therefore, various building codes and standards have
been developed to aid in the process, and bring some mini-
mum standardization to the built environment.

In the case of accessibility, building codes such as the Ameri-
can Disabilities Act (ADA), while a good step towards secur-
ing a minimum standard, have also left many architects and
designers assuming this standard is satisfactory. On the other
hand, the ADA is often viewed as a hindrance to a building
design, especially if the architect is unaware of the method-
ology behind a particular regulation. While at first this atti-
tude toward the ADA may seem insensitive, this view is not
entirely unwarranted, as the ADA is based on a prescriptive
code. In fact, just three years after the ADA was enacted, re-
searchers in architecture had developed computer-aided tools
for interpreting the environment based on people, specifically
pointing out the lack of quantitative methods for assessing a
design in relation to the goals of the ADA [11]. Examples of
standards lacking justification through research are too com-
mon for designers to blindly follow. In the case of stair width,
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it had been defined as 44 inches for 2 files of people; however,
no evidence had been used for arriving at this number. Like-
wise, assumptions have been made, such as an increment of
6 inches is too small to impact flow, that turn out to be incor-
rect [20].

In a comparison of perception of design elements between
designers and medical staff, designers were more likely to
focus on psychological elements such as views of nature or
color, while the medical staff focused on physical health such
as handrails and safety bars [10]. Part of this discrepancy
may be due to the approaches and interactions each discipline
has with the built environment, as designers may view the
built environment on a macro scale, while the medical staff
are inside, with localized interactions. The straightforward
solution to this is through simulation and analysis; Design
tools can alert and inform about these localized interactions,
just as lighting and thermal analysis tools do now.

Notably, the increased use of machine learning in nearly ev-
ery discipline has inevitably found its way into the design of
the built environment. While the implementation details and
results are out of scope for this paper, the approach taken and
key observations are important. Specifically, in order to gen-
erate metrics to be optimized, [29] reviewed numerous papers
and strategies of design in relation to the human, pointing
out interior design metrics such as ”a television should main-
tain a certain distance from the normal viewing area...The
width of a pathway should depend on the habitant’s body
width...” [29]. While these may seem more or less obvious
to a designer, the access to these metrics in CAD tools is still
missing.

This paper focuses on the physical attributes to traversing a
space through human mobility. In considering the walkability
of a non-flat surface, the types of surfaces for human traversal
can be characterized as:

• Flat (leveled floor)
• Ramp (slope along the progression axis)
• Cross-slope (slope perpendicular to the progression axis)
• Staggered (stairs)
• Uneven (variations in curvature, natural topography)
• Uneven staggered (faceted surfaces, bricks in walkway)

The items in this list, with even minor variations between 
them, have a profoundly different impact on people. Each 
of these items can be studied and referenced in the biome-
chanical literature. Furthermore the impact of these surface 
conditions are not always obvious. In the case of a stag-
gered surface (most commonly presented as stairs), recent 
stair-climbing studies on the relationship between the rise and 
run of a step and the probability of a fall [19] have had an im-
pact on architecture by leading to a 2015 change in building 
code for stairs [24]. Of importance for simulation and evalu-
ation, the building code value of stair tread is not an absolute 
cut-off to fall probability and should still be evaluated on a 
case-by-case basis.

In non-flat ground condition studies through an instrumented 
treadmill, 62% increase in hip work was found, with an over-

all increase of 28% in net metabolic energy expenditure 
[27]. In the case of cross-slope walking, the asymmetrical 
move-ment required may lead to falls [6]. On an even more 
specific ground condition, small variations in brick height of 
walk-ways, often caused by weather over time, were found to 
cause a person to lower their center of mass for additional 
stability, while also increasing flexion in some joints, likely 
leading to a higher energy expenditure [5].

Walk-ability on various ground conditions at a large scale, 
such as within an urban environment, provide an improved 
metric to assess the space. In [28], the authors look at ur-
ban analysis in various ways, including comfort and mobility, 
with implications towards new zoning rules and regulations. 
Metrics such as mobility are directly impacted, as seen in the 
literature, by the ground condition, and likewise, so is com-
fort. In [16], various design metrics are outlined as hav-
ing opportunity to be calculated with modern tools, including 
Adjacency preference and Buzz. Likewise, the accuracy of 
these metrics would be impacted by varying ground condi-
tions, making it harder to reach a certain location, or causing 
changes in circulation speed at various locations.

An indoor walkability index (IWI) was defined as ”a mea-
sure on which a path has good performance for pedestri-ans 
in the building” [13]. In particular, [13] describes three 
factors that make up the assessment: Distance, Accessibility, 
and Pedestrian-friendliness for evaluating indoor walkability. 
However, surface quality, which through biomechanics 
research (stated above) has the largest impact on walkability, 
is not accounted for.

1.2 Graph Generation                                       .        
The generation of a graph that can be used to evaluate metrics 
of a building has been approached in multiple ways within 
architecture research, largely revolving around the specific 
metrics in focus. Early work in this area revolved around the 
concept of an isovist,or visible points in space [1]. Following 
this intention, the graph constructed in the building was based 
on, and held information to, the visibility within the space 
[25]. Likewise, analysis of circulation throughout an entire 
building has been demonstrated by [12], referred to as the 
Universal Circulation Network (UCN). Rather than a dense 
graph of adjacent nodes, the UCN leverages the data 
structures within BIM to build a graph based on visible paths 
and shortest distances.

The visibility graph defined in [25] uses a combination of 
even grid projections and vertex intersections. The authors 
note the intention and possible use for considering the ver-
tices as potentially occupiable spaces. While the idea of a 
permeability graph, in which a visibility graph is constructed 
at floor level, could be used for obstacle detection and acces-
sibility, it is not demonstrated or explicit. A problem in using 
the visibility graph in [25] for accessibility is the distribution 
of an even grid in plan at eye-level. In particular, the need to 
connect staircases to separate graphs on each floor illustrates 
the single dimensionality of the approach. Given a ramp or 
slope ground condition, the visibility graph plane would in-
tersect, not completing the series of connections described.
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Implementing 3D Isovists, [21] projects rays spherically at is
what is referred to as an observation point, although the au-
thors do not detail how these points are decided. The use of
these spherical projections is to essentially map visible depths
throughout a space, similar to Lidar on an autonomous robot,
and classify the space based on feature extractions. The iso-
vist in this case, while analogous to vision through the pos-
sible lines of sight dictated by the rays, is not employing a
method of human factor analysis, but rather a tool for parsing
and understanding the environment. In the case of binocu-
lar vision, [9] analyzes the human view from nodes placed
through possible sitting locations. The nodes in the graph are
populated along a curve using user input parameters.

A common technique in generating a building graph is the
distribution of a rectangular and equally spaced graph across
a floorplan. This may be done either through a generation of
points, or a method employing ray tracing. This method, sim-
ilar to [25], comes with important drawbacks. First, for cases
in which the floor plan is shaped as an L or U, a large num-
ber of unused points are generated and need to be dealt with
through wasted computation. Second, the planar aspect limits
the ability to interpret uneven surfaces. Finally, edge connec-
tions may be generated in inaccessible locations within the
environment. A method for reducing the node/edge connec-
tions is culling, as demonstrated in [17], where the intersec-
tion between an object and the line connected from two nodes
invalidates the edge. Alternative strategies have followed the
implementation of the UCN, with navigational boundaries
dictated by the convex points of objects projected onto the
plane [7]. In [8], a voxel based approach in which the entire
environment is discretized, with each voxel containing addi-
tional properties for use in a large variety of evaluations.

Graph search for navigation
Graph search for spatial navigation is a well-established tech-
nique in path finding problems in the domains of automation
and planning, robotics and game development. An early work
in this area by Botea et al. showed a hierarchical path finding
method to find optimal paths on grid based maps. Following a
clustered map approach, they showed the hierarchy could be
extended to more than two levels [2]. In the context of Archi-
tectural planning and human behavior simulation, the work of
Chu et al. shows a way to sense the vicinity of the physical
obstacles within a visible space to simulate the influence of
social behavior on evacuation. They discretized the continu-
ous 2D space into square cells forming a 2D grid, which is
further connected via edges linking visible navigation points
[3]. Turner et al. showed their technique can improve human
behavioral response using artificial evolution of existing nav-
igation rules Their technique proves that human’s guidance
mechanism does not depend on the spatial properties acting
on their direct perception [26].

Path-finding in sloped-terrains
A smoothest path through a sloped surface or terrain is a topic
of research within gaming and robotics which overlaps with
the goals presented here. Roles et al. showed a novel tech-
nique to compute the smoothest path through a sloped terrain
[22]. Based on Dijkstras algorithm, their technique optimized
distance and slope to retrieve the least rigorous path between

two queried points A and B on sloped terrain. These pointts
were chosen from a set of points V which are retrieved from
the input mesh geometry. They hypothesized that a minimally
sloped path would be most desirable over terrain or sloped
land surface for various reasons, i.e., in hospital, etc. Their
algorithm is based on a node, edge graph system, where a
starting point A appends all the adjacent vertices or nodes
nearest to A by a threshold distance. Then they compute a set
m where vertices of least weights to each explored nodes in
the graph are added. This is repeated till the ending vertex or
point B is reached. Finally, the smoothest path is retrieved
starting from the ending point B to starting point A. The
weights of each node are computed using traditional short-
est path method, i.e., the sum of between two nodes and the
distance already traveled.

Liu et al. studied and implemented slope constraint for terrain
surfaces. Further, their method involved intelligent surface
simplifications in searching for shortest paths using the input
slope constraint efficiently. They described the technique of
surface simplification to reduce the complexity of finding the
shortest path [14]. One intuitive benefit of surface simplifi-
cation is gain in speed to compute the shortest path (i.e., less
number of nodes, thus fewer computations). However, one
key challenge is the slope of the simplified surface might not
satisfy the slope constraints of the original surface. Even if
the slope constraints are satisfied, it might be longer than the
shortest smooth path discovered on the original surface. To
address the second challenge, the authors introduced a dis-
tance requirement in addition to the slope requirement while
searching for the shortest path. Our technique however differs
by deploying a novel technique of graph creation on an input
3D geometry representing any architectural or urban space.

Agents on terrain
While human behavior analysis in terms of architectural
spaces often benefits from character path detection for evac-
uation, shortest paths for nurses to patient beds, etc., these
techniques help in simulating critical scenarios like natural
disasters. Beyond the large scope of agent based simulation,
the control methods for an agent on a surface are relevant to
this work.

One common method is to use physics-based environment
controls so that a character (e.g., occupant or agent) remains
on the ground due to physics-based constraints or the char-
acter automatically knows how to orient oneself to stabilize
its posture naturally given the dynamically changing neigh-
boring terrain and environmental condition. Further, naviga-
tional paths and accessibility within the environment are then
decided on-the-fly based on the characters interaction, posi-
tion, and orientation (e.g., [15]). As this works on a single
and relative location, it is not a suitable technique for com-
plete building analysis.

In general, the following assumption can be made based on
prior literature: a dense graph containing nodes only in hu-
man accessible locations can be used for a large span of eval-
uative metrics. Albeit through an IWI, a buzz metric, or visi-
bility maps, resolution of the graph with directional edges is
advantageous. The drawback to the dense graph approach is
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Figure 1: Illustration of three common occurrences in graph creation of non-flat surfaces. Green circles represent a valid node
and red circle as invalid based on the parameters given as variables.

computational time in generating and searching through. In
some cases, the computational time is reduced through the se-
lective node/edge pair generation. In the case of search times,
various methods in computer science have addressed the is-
sue through a variety of datastructure reduction techniques,
suggesting a dense graph could take the form of a superset
composed of multiple optimized subsets for a particular met-
ric. Importantly, the sparsity of the graph cannot be so that
variations in ground conditions that would impact mobility
are missed.

2 METHODOLOGY
In this section we define an accessibility graph, where all
nodes are possible locations of an occupant in an environ-
ment, given user-specified parameters (e.g., a 12:1 slope).
The graph itself is directed, and nodes consist of a parent-
child relationship. The algorithm for generating the graph,
and the method for implementing the system in the Grasshop-
per environment of Rhino3D are shown.

Parent

Child

Edge

Figure 2: The parent-child relationship in the (xy) plane.

2.1 Graph Creation
Given a known possible occupant location in the environ-
ment, possibly the sidewalk of an urban space or lobby in
a building, the other possible locations of an occupant can
be found by using ray casting and a queue, such as in [23].
There are two main components to the directed graph G =
{N,E} with N nodes and E edges. In concrete terms, the
set N represents the accessible locations of an environment
for a person given a specific starting location, while E is the
set of costs between these locations. As the graph is directed,
a cost value ei,j , where e ∈ E, corresponds to an ordered pair

(ni, nj) where n ∈ N . The ordered pair of nodes (ni, nj) is
referred to in this paper as the parent-child relation (Fig. 2),
where ni is the parent and nj is the child, with the corre-
sponding cost ei,j applied from the parent to the child. The
cost can be calculated both at the time the node pair is created
or after the construction of N is complete, as described later
in this section.

The algorithm to build the graph using recursion can be seen
in Algorithm 1 (can be implemented with a loop as well). The
given start location initializes the first parent node p. The par-
ent set P is derived from the first node ni in the parent-child
relation (ni, nj) contained in P = {ni|∀(ni, nj) ∈ N}. Dur-
ing each iteration of the algorithm, the given parent node is
checked for valid children. If a child is valid, a parent-child
relation is created and an edge cost is assigned to that ordered
pair. The cost value is defined in setEdgeCost(p,c),
where a typical definition of the edge cost for the ordered
pair may be Euclidean distance. However, weighted parame-
ters for various surface conditions can be used as well (see
Sec. Edges). Finally, the children that are not in the par-
ent set are then added to the queue Q and passed to the
buildGraph(G,Q) function until all possible parents and
children have been evaluated, and Q = ∅.

Algorithm 1: Build directed graph of nodes and edges
N,E ← ∅, ∅
G ← {N,E}
Q[0] ←start location
Function buildGraph(G,Q):

p ← Q.pop()
C ←getNodes(p)
for c ∈ C do

ep,c ← setEdgeCost(p, c)
N � (p, c)
E � ep,c
if c �∈ P then

Q � c
return buildGraph(G,Q)

Nodes
While N defines the edges used in search algorithms, N itself
is useful as well. In particular, the set N can be tessellated to
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generate a valid walkable surface, and used in ways similar
to that detailed in Section Introduction. Furthermore, this set
can be used in data structures to define additional parame-
ters and qualities of specific locations throughout the envi-
ronment; albeit acoustic, lighting, and view-ability, reach, or
fall probability (e.g., [23]) in which a building graph for cir-
culation (e.g., [12]) alone does not provide the resolution for.

An important contribution of this paper is the extension of the
node creation protocol from [23] to include height variations
when generating the graph. Similarly, the number of nodes
in the set N increases as each valid node location is used to
check for additional valid nodes in immediate proximity (i.e.,
finding the child nodes). While the initial configuration of the
parent-child relation is the same in the (xy) plane (Fig. 2),
modifications to the inclusion of a child node were made to
extend the graph creation to non-flat surfaces. To illustrate
how the graph creation accounts for non-flat surfaces when
generating nodes, Figure 1 shows the node evaluation in the
(xz) plane where the ray cast direction is −ẑ, and as the graph
is in relation to physical space, −ẑ corresponds to the direc-
tion of gravity. The surfaces illustrated provide examples of
a step, faceted surface, and natural topography (e.g., a hill or
mountain). Each sub-figure uses the same parameters but il-
lustrates various situations in which a node can be valid or
invalid. The variables used in this figure are also used in the
equations and algorithms. In Figure 1a a is the parent-child
offset in the (xy) plane, r is the set height increment in ẑ
from parent to child, m = ∞, such that a ray that does not
hit a surface. In Figure 1b d is the allowable height variation
from a parent in −ẑ such that q ≤ d and f > d, resulting in
an invalid node (red). When a possible node is invalid, it is
not added to the possible parents queue Q, and in the simple
example within the figure, the graph completes. To further
illustrate the relative positioning of parent-child nodes, the
vertical increase shown in Figure 1c demonstrates how the
height offset r is relative to the previous node (when viewing
left to right). Likewise, for each valid (green) node, the node
to the left would be the parent.

The explicit definition of the valid nodes is given in Eq. 1.

N = {ni|ni ∈ (ni, nj)|(ni, nj) ∈ E} (1)

After defining a starting location, Algorithm 1 tests the
start as the initial parent node by calling the function
getNodes(p) to check for possible children. This func-
tion is shown Algorithm 2.

The parent node p passed to getNodes(p) is checked for
possible children by initializing locations in the (xy) plane
in eight directions of a bounding square with a length of 2a
(visualized in Fig. 2). The z component of the parent node is
then added with the height threshold r. The possible child is
then passed to a function getChild(c) that checks a ray
for intersection with the nearest surface or geometry using the
start location c and direction −ẑ. If the intersection is outside
the defined criteria for a valid node (i.e., intersection distance
is > d), or there is no intersection found, the function returns

Algorithm 2: Check for valid child nodes
Function getNodes(p):

// Check parent p for valid children c

for i ← −1 to 1 do
for j ← −1 to 1 do

c ← (p.x+ (i× a), p.y + (j × a), p.z + r)
c ←getChild(c)
if c �= false then

c ∈ C
return C

false. If the intersection matches the criteria for a valid node,
the intersection location is returned.

After checking for valid child nodes,getNodes(p) returns
the child set C, where c|ci ∈ C. Given at least one valid
child in buildGraph(G,Q) of Algorithm 1, such that C �=
∅,the parent is added to the graph with a directional edge to
its child node(s). The child is then added to the queue if it is
not already a parent in the graph.

As established in [23], the use of ray tracing to build the graph
has a specific advantage when it comes to unknown geome-
try. Illustrated in 1a, the ray intersection allows the graph to
be indifferent to the construction of object geometry. Given
two objects obj1 and obj2, the geometry of the two can over-
lap. Albeit from incorrect modeling or through issues with
automated surfacing. More common may be the alignment of
two different polygons or surfaces at the edge. While mesh
planarization and algorithms used in various fields for under-
standing slopes in Cartesian space exist, the recognition of
where one object ends and another begins can be ambiguous
and only important in relation to the accessibility of the space.
Simple additions in any CAD program, such as objects con-
tained on different layers, can provide additional refinement
to the building graph creation.

Edges
The final graph is composed of ordered pairs of nodes that
correspond to an edge with a cost value. A parent-child re-
lation for nodes ni and nj is valid given in Eq. 2. We define
the vector �Vi as parent and �Vj child x, y, z positions, where
�Vixy = 〈nix , niy , 0〉 and �Vjxy = 〈njx , njy , 0〉.

E ={(ni, nj) = γ|(δ = a ∨ δ =
√
2a)∧

((0 < β ≤ r) ∨ (0 > β ≤ d)|β = (niz − njz ))}
(2)

Where δ is ‖�Vixy − �Vjxy‖, γ is the calculated edge cost, a is
the spacing factor between nodes in (xy), r is the threshold
value for ẑ, and d is the threshold for −ẑ, corresponding to
Fig. 1.

The cost for moving from a parent to child node is defined
by the edge value. While this value is ambiguously defined
in this paper through setEdgeCost(p,c) in Algorithm 1
for each child c at a time, it can be modified at any point after
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the graph is generated. In the simplest implementation, the
cost e of a parent-child pair is the euclidean distance. This
can often be a safe metric to use within the scope of the built
environment, especially when the set of nodes has already
accounted for accessibility. However, as the node relation-
ships are stored and locations are known, the cost function
can include the slope from parent to child, a similar technique
used in [22, 14], making upward and downward transitions
weighted differently. As multiple directions are considered in
the set of children for a given parent node, cross-slope infor-
mation can also be used in the cost function. Furthermore, us-
ing the relation between all children to a given parent, scoring
methods for a node can be applied, such as chemical diffusion
rates for agent modeling shown in [18]. It is this fine-grained
graph that affords integrating the human based metrics de-
scribed in 1.1. At the urban scale, the inclusion of varying
ground conditions to walkability analysis that can better pre-
dict comfort and fatigue can also be realized.

2.2 Data and Implementation
The algorithms described above were implemented in the
Grasshopper environment of Rhino 3D software. For user
control, the offsets and various parameters were implemented
with the UI elements, while the majority of code was writ-
ten in python using the GhPython component and interfacing
with the Rhino Python API. The red nodes and green line for
visualization rely on the drawing elements of Grasshopper in
Rhino.

The graph is stored in a Python dictionary consisting of
parent-child relationships. The average lookup time complex-
ity of O(1) for the dictionary provides an efficient method for
interacting with the dense and high-fidelity graph. The algo-
rithm was initially and conceptually recursive, however de-
fault limits in python made implementation with a while loop
more robust.

While there have been projects for expanding the Rhino
ironpython scope [30, 4], they have specialized scripts
and installations not included in the standard python li-
brary. Due to the simplicity, a Socket based communi-
cation was implemented to communicate with a machine-
local python instance with the SciPy library. Using the
scipy.sparse.csgraph.shortest path method, any search
algorithm type available can be used and applied to the graph.
In the examples within this paper, Dijkstras search algorithm
was used.

3 RESULTS AND DISCUSSION

3.1 Uneven
As a demonstration of the graph’s ability to include only ac-
cessible spaces, we first look at Fig 3a, in which an entire
topology is included in the graph. This case may be prevalent
when using GIS data and/or Lidar scans of a topology for a
site-specific study. Important to note, this is not from a planar
grid above, but rather from the start point A. In the search, A
to B is clearly defined as the shortest path outlined in green.
The reason the resulting graph is complete across the surface
is that there is no threshold that limits the height variation be-
tween a parent and child, meaning all nodes are connected.

However, in the case that this topology represents a mountain
or urban environment, it is unlikely a user would be able to
follow this path as the height variation between a parent-child
node relation is excessive for a reasonable person to be able
to access.

Beyond accessibility standards or guidelines, the continually
changing terrain makes the shortest path by distance an un-
likely representation of a path a user would follow. If all lo-
cations of the topology are considered accessible, the notion
of the shortest path can be modified to account for energy re-
quirements of the terrain. For example, a cost function of the
slope can be associated to an edge, whereby the shortest path
would be not based on distance alone. However, if certain
limits are placed on the ability to traverse a terrain, or within
some guideline, parameters of the graph creation can be set
to include only those spaces.

A

B

(a) Graph without threshold

B

A

(b) Graph with threshold

Figure 3: A topology with nodes generated from A, pars-
ing the entire surface. The green line is the search algorithm
finding the shortest path from A to B. In 3a, the threshold for
parent-child height variation is larger than the terrain while
in 3b the lower threshold changes the graph

Fig 3b demonstrates the user-centric graph in which a height
variation limiter can be used. The resulting graph is the ac-
cessibility graph for that user parameter, and the same points
A and B are used for the search algorithm, which now follows
a more level and easy terrain. Combined with the options to
modify the cost described previously, this graph search can
be used for city or urban planning to find the least costly, or
most efficient, method of terrain removal for human comfort
and accessibility.

3.2 Staggered

(a) Stairs excluded from graph. (b) Stairs included in graph

Figure 4: Nodes of the graph visualized in red, with the cal-
culated path shown in green. (4a) A limiting height variable
preventing the graph from including stairs. (4b) A limiting
height variable that allows the inclusion of short steps on the
left, but not the taller steps on the right.
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R1

R2

(a) Threshold preventing surface inclusion

A

B

(b) Search starting on bottom to top

A

B

(c) Search starting on top to bottom

Figure 5: Nodes of the graph visualized in red, with the calculated path shown in green. The two main ramps are labeled as R1
and R2 (5a) Equal thresholds prevent the graph from including nodes on R2. (5b) Nodes are on all surfaces, while the shortest
distance from A to B uses R1 rather than R2 due to the directional graph. (5c) The shortest path is taken from the top surface to
the bottom surface, utilizing R2.

In the case of stairs, an important value is in the elimination 
of steps from a building graph, just as much as it is important 
to be able to include them. In particular, a building occupant 
in a wheelchair would not be able to traverse steps. In this 
case Fig 4a demonstrates a second floor surface that is not 
included in the building graph.

Conversely, Fig 4b demonstrates a modification in the height 
variable such that the graph automatically can traverse the 
steps and include the second floor. This traversal is relative, 
as described in the methodology, and can be seen by the still 
too large right sided steps. While these steps are in the world 
co-ordinate system, lower than the steps and second floor 
plane, they are not included based on the height offset.

3.3 Ramp and Cross-slope
As a final complex demonstration, Figure 5 shows three ap-
plicable cases to the height variation and directional graph. In 
the first example, the graph is built with a height offset setting 
equal when moving up and down. Within this threshold, all 
but the ramp R2 is covered in nodes. As the ramp R1 is set at 
a smaller incline, the top surface can be included in the graph.

Next is a case in which nodes cover all surfaces. How-
ever, node locations alone do not provide enough information 
about the environment. In this case, the tolerance for an edge 
to be created with the child node being higher than the parent 
is smaller than the tolerance for an edge to be created with the 
child node being lower than the parent. This distinction can 
be seen by the shortest path algorithm applied to the nodes 
A and B, where A is on the bottom plane. The shortest path 
uses the R1 ramp, while physical distance between nodes is 
shorter with the R2 ramp. This relationship can be further un-
derstood by using the same graph but inverting the location 
of A and B. When starting from the top surface the shortest 
path uses the R2 ramp.

While both up and downhill walking create additional load on 
the human body, there are many instances in which one direc-
tion can still accommodate for a comfortable and safe path. 
For example, going downhill may pose additional risks for 
falling or balance compared to moving uphill. In this exam-
ple, multiple ramps at various slopes are used for simplicity 
and clarity of the overall system. However, the linear ramps 
(R2) could easily be replaced by stairs, such as in Fig. 4, and 
then demonstrate that it is not accessible by an occupant with 
a wheelchair (e.g., in Fig. 5a).

3.4 Discussion
In this paper, we present a method for building a directional 
graph that can interpret non-flat ground conditions. The lit-
erature and approach are focused on the physical act of mo-
bility without regard for social or economic factors. How-
ever, the resulting graph contains nodes that, when associated 
with locations of interest, additional metrics can be incorpo-
rated. Through thresholds in the algorithm, variations in the 
ground condition can prevent the graph from including cer-
tain spaces, allowing the designer to see which parts are too 
extreme or inaccessible for a given occupant. Additionally, 
this method allows for the graph creation to account for stair-
cases without explicit reference, staying true to the ability to 
interpret unknown geometries in CAD. The algorithm pre-
sented and the method for creation provides a platform for 
layering complex and human-based analysis methods at both 
the building and urban scale with high-fidelity and dense 
node creation.
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ABSTRACT 
This paper presents research on a rule-based approach to 
designing creative acoustic diffuser arrays. A shape 
grammar-influenced design method is specified that uses 
shape rules to recursively design arrays of quadratic residue 
diffusers (QRD) in ways that are neither mechanical nor 
deterministic.  
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1 INTRODUCTION 
The shapes of surfaces have a significant impact on the 
acoustic quality of spaces, yet design processes for 
architectural acoustics are often highly conventional. With 
the exception of notable examples [8], acoustical designers 
have preferred to use knowledge from historical examples, 
elementary acoustic shape concepts from known equations, 
and templates from standard principles of performative 
success. This is particularly true for surface treatments using 
diffuser products. Acoustic diffusers [4] are surfaces that are 
not flat and exhibit geometries on the surface that cause 
reflections to disperse not only in reflected directions, but 
also in phase and temporal distribution. These non-flat 
geometries have taken various common forms such as 
hemispheres, pyramids, arcs, fractals, and number theory 
generated shapes such as Schroeder diffusers. Surface 
treatments for diffusion typically use prefabricated products 
aggregated in ways that perform sufficiently but are visually 
predictable and monolithic. This paper addresses the critical 
issue of design homogeneity in architectural acoustics by 
proposing a shape grammar approach to designing acoustic 
diffuser arrays. This paper will first review principles of 
diffusion and diffusers and give an overview of previous 
work with applied shape grammars, propose and demonstrate 
the diffuser grammar, and discuss how this visual computing 
method suggests further possibilities of creative and 

intentional designs of diffuser arrays that consider 
performative and aesthetic criteria. 
2 ACOUSTIC DIFFUSION AND DIFFUSERS 
Acoustic diffusers are geometric surfaces that are designed 
to break up sound waves and create reflections in different 
directions [4]. Practically, diffusers are deployed in rooms to 
mitigate acoustic artifacts such as strong specular reflections 
or flutter echoes [10]. To alter these reflections, rough 
surfaces are needed to reflect the initial sound wave back at 
different angles and phases. Diffuser designers have used 
geometry, number theory, and performance optimization to 
design diffusers for desired time and spatial responses [4]. In 
this section, a background of diffusers and quadratic residue 
diffuser (QRD) design will be presented. 
2.1 Background to Diffusion 
When a plane wave strikes a perfectly reflective flat/smooth 
surface, the resultant wave reflects at the same amplitude as 
the initial wave and reflects back at an angle equivalent to 
the incident wave [12]. Diffusion is a frequency dependent 
phenomenon; thus, the size and depth of the surface 
geometries affect the effective frequencies of the diffusion. 
Deeper geometries allow for lower frequency diffusion and 
shallow geometries diffuse higher frequencies. The depth of 
the geometry is therefore related to the wavelength of the 
design frequency of the diffuser. A specific example of this 
relationship is given below for the quadratic residue diffuser 
depth. With purposeful acoustic design, these reflections can 
reinforce the desired sounds and increase factors such as 
speech intelligibility [10]. Specular reflections can also cause 
acoustic defects such as flutter echo or acoustic focusing 
[10]. Waves that strike rough surfaces are diffused: the initial 
wave is reflected into several new waves that propagate at 
lower amplitude, at various angles, and at different phases. 
Previous studies have demonstrated the time and directivity 
difference of pure reflection, absorption, and diffusion 
(Figure 1). Careful use of diffusers can suppress flutter 
echoes and acoustic fluttering, can promote spaciousness in 
a room, and can help control early reflections in large spaces 
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[10]. Due to the temporal distribution of the reflected wave, 
the frequency response of the reflected wave is also be 
altered by the diffuser [4]. Users suggest that the effect of too 
much diffusion can create spaces where source localization 
is difficult and desired sounds are not being reinforced; 
however, more rigorous studies are required in this area [3]. 
For example, Cox and D’Antonio suggest that the apparent 
size of the reflected image is broadened with a diffuser [4]. 
Optimizing the placement, amount, type, and 
spatial/temporal properties of diffusers is critical to the 
acoustical success of a space. 

 
Figure 1. Characteristics in temporal and polar response of 

absorption, reflection and diffusion of an incident sound wave. [4] 

 
Figure 2. Example of an N11 QRD, showing relationships 

between the well width, well depth and wall thickness. 

2.2 Quadratic Residue Diffusers 
Manfred Schroeder invented the phase grating diffuser [14], 
consisting of a series of wells of different depths separated 
by thin fins. When a wave strikes a Schroeder diffuser, the 
waves reflect from the bottom of each well. Due to the 
differences of depth, the reflected waves have a different 
phase associated with the depth of each respective well. This 
phase difference causes a diffuse spatial distribution of 
reflected sounds. Thus, the well design is the primary 
parameter that dictates spatial and temporal properties of 
acoustic diffusion. The simplest diffusers are one-
dimensional, corresponding to wave diffusion in only one 

plane, perpendicular to the fins of the diffuser [4]. Two-
dimensional diffusers can be designed with perpendicular 
and parallel fins to diffuse sound waves into both planes. Due 
to the physical dimensions of the wells, diffusers are 
frequency-dependent [4]. Figure 2 shows a schematic 
diagram of a Schroeder diffuser. The well depth is derived: 

𝑤𝑤 =
𝜆𝜆$%&

2  

where 

𝜆𝜆$%& =
𝑐𝑐

𝑓𝑓$*+
 

In this equation, 𝑤𝑤 is the well width, 𝜆𝜆$%& is the minimum 
wavelength before cross modes emerge, 𝑐𝑐 is the speed of 
sound, and 𝑓𝑓$*+ is the maximum frequency of diffusion. 
Practically, well widths are at least 2.5 cm and are commonly 
5 cm [4]. Narrow well widths can cause unintended 
absorption from the viscous boundary layer, and wide well 
widths limit the frequency range of effective diffusion. The 
depth of the nth well is governed by the following equation: 

𝑑𝑑& =
𝑠𝑠&𝜆𝜆.
2𝑁𝑁  

where 𝑠𝑠&  is the sequence number, 𝜆𝜆. is the design 
wavelength, and N is a prime number that corresponds to the 
number of total wells in the diffuser. For a design frequency, 
𝑓𝑓0 , the desired wavelength can be calculated from: 

𝜆𝜆. =
𝑐𝑐
𝑓𝑓0

 

It can be seen through these calculations that a high design 
frequency, 𝑓𝑓0 , results in shallower depths, and lower design 
frequencies will lead to deeper wells. This relationship of 
well depth to frequency is also shown in Figure 3. For 
Schroder diffusers, a mathematical sequence is the basis for 
the well depth derivation. The sequence number,	𝑠𝑠& , can be 
generated using maximum length sequences, primitive root 
sequences, Legendre sequences, amongst a variety of 
possibilities. The quadratic residue sequence (QRD) 
continues to be one of the popular choices, derived from the 
following equation: 

𝑠𝑠& = 𝑛𝑛3	mod	𝑁𝑁. 

In the case where N=11, 𝑠𝑠& = {0, 1, 4, 9, 5, 3, 3, 5, 9, 4, 1}.  

Combining the process from above, it can be shown that for 
a design frequency of 1000 Hz and speed of sound of 343 
m/s, the well depths, for an N=11 QRD diffuser is  

𝑑𝑑& = {0, 16, 62, 140, 78, 47, 47, 78, 140, 62, 16} mm. 

2.3 Evolution of Diffusers 
Within these phase grating designs, there have been several 
standard designs that are commonly used in the industry, 
with few variations since their invention. One such variation 
consisted of an “L-shaped” well to essentially make a 2-
dimensional QRD diffuser [6], but this has not seen wide 
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implementation in the market. Other variations also include 
thin panel designs, sloped wells, and even an embedded 
QRD inside a well of a larger QRD. While there has been 
large scale deployment of diffusers in spaces like concert 
halls, the computational approach for simulation of these 
large-scale deployments has been more limited. There are 
studies that show detailed directivity and temporal responses 
to individual diffusers or small arrays of diffusers [4]; but for 
these larger room simulation models, simpler diffusion and 
scattering coefficients are utilized. Developing better 
computational approaches to quantify large surfaces of 
diffusion that can better inform computer simulation 
methods is an area of future study.  

 
Figure 3.  Schroeder diffuser sections for a N=7 design with 

different design frequencies, from 500Hz to 8000Hz. 

3 SHAPE GRAMMARS 
Shape grammars are a computational design methodology 
that use the notion of recursion and embedding for 
computing with shapes, as an extension of Turing’s 
“recursion and identity” for computing with symbols [11]. 
Shape grammars have been used to define languages of 
design in nearly all areas, but little has been done to combine 
them with acoustics. This section will review the origins of 
shape grammars, their basic formalism, and the range of 
previous applications in design fields. 
3.1 Fundamental Principle: Embedding 
Shape grammars are distinguished from other theories of 
computation through their use of embedding, which grounds 
them as primarily a visual enterprise. Symbols (like points), 
are 0-dimensional objects, which means they can only be 
identified as themselves. Shape descriptions of things can 
operate under the notion of identity, but also under the notion 
of embedding which privileges the infinite possibilities of 
what one can see. This can be illustrated by looking at a line: 

¾¾¾¾¾ 

Lines can be identified as themselves. However, one could 
also visually identify any number of other lines embedded in 
that line (shown in red): 

¾¾¾¾¾ , or ¾¾¾¾¾ , or ¾¾¾¾¾ , or   
¾¾¾¾¾  , or  ¾¾¾¾¾  , or   ¾¾¾¾¾  , … 

This is true for any shape made of lines, faces or solids (1, 2, 
or 3-dimensional shapes). Shape grammar theory and its 
applications have demonstrated how shape-based generative 
systems are more expansive than symbol-based systems 
because they benefit from the notion of embedding. Working 
with shape descriptions lets designers work visually, yet 
rigorously through rule-based shape transformations. Shape 
grammars rely on a basic formalism, described below. 
3.2 Basic Shape Grammar Formalism 
The shape grammar formalism has evolved significantly 
since it was first introduced. Initially Stiny and Gips [18] 
relied heavily on linguistic analogies that formulated a 
rigorous mathematical apparatus [16]. Shape grammars have 
since been simplified to sets of shape rules, labels and 
weights, and schemas, which classify rules. 
3.2.1. Shape Rules 
A shape rule is written in the form A ® B, where A is a 
labeled shape that is transformed into a labeled shape B [16]. 
An example of a shape rule that aggregates □ might be:  

□ ® □□ 

Each time the rule is applied, a new □ is copied and pasted:  

□  Þ □□ Þ □□□ Þ  … Þ □□□□□□ 

Shapes can be transformed through spatial transformations 
(translation, rotation, reflection, scaling), Boolean operations 
(union, intersection, subtraction), and combinations of the 
two. When applied recursively, shape rules can generate new 
and surprising shapes in a rigorous yet and intuitive manner. 

3.2.2. Labels and Weights 
Shape rules can be augmented by labels and weights, which 
restrict rules or specify how they are applied. Labels are 0-
dimensional symbols, treated as points rather than shapes:  

□ ®  □° 

Weights can specify line type and thickness. Planes can have 
additional graphic properties, such as texture, color, or tone: 

□ ®  

□ ®  

□ ®  

Practically, weights can serve as a means of associating 
shape descriptions with physical properties of the designs 
they represent [17]. Such properties could include structural 
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or other performative criteria, material specifications, or 
methods of construction and fabrication.  

3.2.3. Schemas 
Parametric shape grammars, more commonly known as 
schemas, extend shape grammars by generalizing shape rules 
into schemata written in the form, x ® y, where x and y are 
variable terms that can be assigned any parametric shape. 
The shape rule □ ® □□ can be generalized: x ® x+t(x), 
where x can include any parametric variation of □ according 
to well defined dimensioning and proportion rules. The 
“copy and move” transformation is generalized as an 
additive schema x+t(x), where an identity schema x ® x 
keeps the original shape in place and a translation of that 
shape t(x), is added. Schemas are important for design 
because they serve as universal rules of formation that reveal 
how shape rules are related, and new ways to use them.  

3.3 Review of Shape Grammar Applications 
A significant portion of shape grammar scholarship has been 
dedicated to developing computational mechanisms that 
demonstrate expanded possibilities of architectural designs 
in particular styles. Shape rules and schemas have seen broad 
success in studying historical bodies of architecture such as 
the plans of villas by Renaissance architect Andrea Palladio 
[19], houses by Frank Lloyd Wright [7], and the houses of 
Alvaro Siza at Malagueira [5]. The shape grammar systems 
defined by these architectural studies shed light on the 
generative possibilities of their respective architectural 
languages. While successful in defining generative systems, 
their production does not extend beyond shape descriptions. 
A specialized sub-set of shape grammars were introduced 
that could handle physical and performative properties of the 
designs they described. In 1991, William Mitchell 
introduced functional grammars [13] for generating designs 
of shed structures. This important work inspired shape 
grammar formalisms in other fields such as electro-
mechanical engineering [2] and product design [1]. In 
structural engineering, shape grammars have been used for 
designing truss structures [15]. More recently, a trans-
typology structural grammar was developed that combined 
shape grammars and graphic statics [9].  

Despite numerous applications of shape grammars across 
virtually all areas of design, very little has been done with 
acoustics. A recent paper [20] proposes a shape grammar that 
generates absorber panels, however, performance criteria are 
not rigorously integrated into how the panel shapes are 
generated to make an array. Furthermore, only one design is 
proposed, which seems counter-intuitive to using shape 
grammars in the first place. The grammar proposed here aims 
to directly integrate the form-performance relationship of 
Schroeder diffusers.  
4 A LANGUAGE OF DIFFUSION 
One advantage of using QRDs for diffuser surface treatments 
in architectural acoustics is they have a reliable form-
performance relationship. Wall treatments with QRDs, 
typically consist of prefabricated panels that meet desired 

performance criteria; aggregated with little or no variation 
over an entire wall surface (Figure 4). While these arrays 
may perform sufficiently and predictably, they are visually 
uninteresting and monolithic. Why are the rules of 
aggregation for diffuser panels so unchanging?  

    
Figure 4.  Examples of how Schroeder diffuser products are 

typically deployed in diffuser wall treatments [21, 22]. 

This paper addresses the critical issue of design homogeneity 
in architectural acoustics by proposing a shape grammar 
methodology for designing quadratic residue diffuser arrays. 
The diffuser grammar is a two-dimensional parametric shape 
grammar that uses labeled generative shape descriptions of 
quadratic residue diffusers as their basic element. QRDs are 
simple enough that a two-dimensional shape description is 
sufficient for computing these types of arrays. A coupled 
form-performance relation is described with labeling 
systems and weights to associate shape descriptions of QRDs 
with their physical and performative properties. Weights will 
indicate a design frequency and the number of wells of a 
panel. Labels will indicate the orientation of the panel, and 
direction of their well sequence. The 5-steps of computing 
(Figure 5) are specified in this section. Computing begins 
with an initial labeled shape; shape rules are applied 
recursively. Grid rules aggregate initial shapes into arrays, 
grid-configuration rules make compound transformations, 
and form/frequency rules associate shape descriptions with 
material and performative properties. Computing ends either 
when no more rules can be applied or when the designer 
chooses to stop because they like what they see. 

  
Figure 5. Computing Steps for QRD Shape Grammar 

4.1 Initial Labeled Shape 
Diffusion arrays in this grammar stem from a square panel. 
The grammar starts with an initial shape: a labeled square 
that represents a 60cm x 60cm diffuser panel. An initial 
shape rule (Figure 6) places a labeled square somewhere in 
the diffusion area. At this stage, the panel does not specify 
diffuser form or performance properties. The labels on the 
square serve to indicate the center of the panel with a dot, 
and to orient the panel in space with an arrow. The arrow-dot 
label indicates a one-dimensional QRD panel. Later, the 
initial labels will be replaced with weights and other label 
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systems to specify the number of wells, the direction of the 
well sequence, and the design frequency of the panel.  

4.2 Grid Rules 
Grid rules aggregate the initial shape and manipulate the 
labels in those initial shape configurations (Figure 7). Rules 
(G1) and (G2) are aggregation rules that copy and paste the 
initial shape according to the schema x ® x+t(x). Together, 
they can generate rectangular arrays, but also irregular or 
asymmetrical configurations of squares. Rule (G4) changes 
the initial shape for a one-dimensional QRD, to an initial 
shape for a two-dimensional QRD panel. The rule removes 
the red circle, and adds and rotates a second arrow that 
connects to the first. Rule (G3) changes the orientation of an 
initial shape, which equates to rotating a one-dimensional 
QRD panel from a vertical to horizontal orientation, as 
shown in the image on the right of Figure 3. Rule (G5) rotates 
the initial shapes for two-dimensional diffuser panels. Both 
rotation rules operate according to the schema, x ® t(x).  
4.3 Grid-Configuration Rules 
Grid rules are a powerful means of introducing variation and 
change to arrays of diffuser panels by graphically 
distinguishing between one and two-dimensional diffusers 
and introducing the ability to rotate their labeled shape 
descriptions in a design. These transformations can be 
tedious however, because they apply to one panel at a time. 
Grid-configuration rules are an emergent class of compound 
diffuser rules that use embedding. These rules let a designer 
invent new rules as they work. Groupings of labeled shapes 
can be picked out to apply multiple grid transformation rules 
simultaneously. The rules (Figure 8) change pairs of labeled 
squares from one to two-dimensional diffuser descriptions 
and also pick out square, T-shaped, L-shaped grid figures to 
perform compound rotations. Though simple, these rules 
illustrate how expansive the design possibilities can be when 
new compound rules such as these are written.  

 
Figure 6. Initial shape rule. 

 
Figure 7. Grid Rules 

 
Figure 8. Grid-Configuration Rules. 

 

 
Figure 9. QRD assignment rules specify types of QRD panels. 

 

4.4 QRD Form Assignment Rules 
A form-performance relation of Schroeder diffusers in the 
grammar is specified with labeling and weight systems. QRD 
form and performance rules associate physical and 
performative properties of diffusers with their shape 
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descriptions. QRD form assignment rules (Figure 9) specify 
the number of wells the diffuser panel will have. A label 
system indicates the direction of the well-depth sequence, 
which includes a value of zero (see sample sequence in 
section 2.2). The circle indicates the location of the zero-
depth well. Rules (QRD7) and (QRD11) removes the arrow-
dot labels from initial shapes and draws the fins of one-
dimensional QRD panels. A 60 x 60 cm panel could have as 
few as seven wells and as many as eleven. Two-dimensional 
diffuser panels with L-shaped fins [7] are specified in the 
grammar as well. QRD form assignment rules can be applied 
at any time during a computation, however they terminate 
grid manipulations. To change the orientation or type of 
QRD panel in a design, the grid-figure rules have to be 
applied in reverse to return the panel back to an initial shape 
with an arrow-based label. 
4.5 QRD Frequency Assignment Rules 
QRD frequency assignment rules specify the design 
performance of panels in a design. These rules apply a tone 
to the QRD shape descriptions. Common design frequencies 
for diffusion surface treatments were selected and assigned 
tones. The rules look for the well-depth sequence labels 
applied in the previous step and apply different tones across 
the array. Figure 10 specifies five design frequency rules that 
use the one-dimensional well-depth sequence labels. Figure 
11 specifies frequency rules that include the use the other two 
well-depth sequence labels for two-dimensional diffusers, 
with the same range of frequency-indicating tones. Applying 
different tones in a single array presents opportunities to 
generate multi-band diffuser treatments. Once the two-step 
form-performance assignments have been made, a designer 
can make material and fabrication specifications for a design 
based on the visual descriptions generated by the grammar.  

5 EXAMPLE COMPUTATIONS 
Shape grammars have the ability to not only generate known 
designs, but also other surprising and unexpected designs in 
the language. Figure 12 shows simple step-by-step 
computations using rules (G1) and (G2) to make 2x2 panel 
arrays. Rule (G3) rotates panels to make patterns that are 
recognizable, and include the designs in [Figure 3]. More 
complex arrays can also be generated by applying rules 
differently – and to larger numbers of panels. Figure 13 
shows examples of 4x4 panel arrays generated from grid-
configuration rules and 1D QRD panels oriented either 
vertically or horizontally. Figure 14 shows two other 
example computations that use parametric variations of the 
L-shaped grid-configuration rules. Figure 15 gives examples 
of larger QRD arrays that produce visually evocative, 
surprising, and irregular patterns. 
6 DISCUSSION AND FUTURE WORK 
The grammar demonstrates how designing diffuser arrays 
can be open-ended and creative. By challenging the manner 
in which QRD panels are typically deployed, this paper 
addresses how to design with acoustic diffusers in 
architectural acoustics. 

 
Figure 10. Sample 1D QRD assignment rules to specify frequency. 

 

 
Figure 11. Sample 2D QRD assignment rules to specify frequency 

 

Though already quite expansive, the grammar should be 
expanded further: 

Initial shapes – the rules in this diffuser grammar currently 
is based on grids of a common 60cm x 60cm square QRD 
panel design. Although rules have only been written for one 
and two-dimensional diffusers with either seven or eleven 
wells, one could easily specify rules for QRD versions that 
have eight, nine, or ten wells on the same size panel. The 
physical dimensions of a physical QRD panel are ultimately 
dependent on the number of wells, the design frequency and 
also fabrication limitations, so other initial shapes could be 
specified for panels of other sizes/well counts.  

Grid and grid-configuration rules – configuration rules have 
the most expansive potential to produce new and unexpected 
designs of diffuser arrays in this grammar because they 
capitalize on the notion of embedding. By continuing to find 
shapes embedded in the panel grids, new configurations of 
panel types, well-counts, or even frequency could be 
specified.  For instance, one could imagine several more 
grid-figures rules that use parametric variations of L’s, T’s, 
rectangles. In addition to making compound rotations, grid-
configuration figure rules could be extended to specify 
compound additions of panels, that would generate even 
more surprising possibilities of diffuser arrays. They could 
also begin erasing grid lines in order to describe new panels 
whose new shape comes from fusing visual descriptions of 
panels together in a computation. The labeling systems in the 
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grid rules are currently quite restrictive. They assure that any 
array produced by the grammar is made up of known QRD 
panels, which severely limit the possibility for the 
recombination of panels. Future work on diffuser grammars 
should strive to loosen the labeling rules and permit for 
unexpected scaling and overlapping to occur. Future 
developments should also be focused on better incorporating 
and further capitalizing on embedding to design panels. 
Figure 16 shows how embedding can be used to generate the 
L-shaped QRD [6].  

Diffuser form-performance assignment rules – the 
assignment rules are limited to known panel types because 
they have a reliable form-performance relation. In addition 
to Schroeder diffusers, there are several other known and 
more complex types of diffusers that could be given shape 

descriptions and specified in the is diffuser grammar. 
However, different panels used in the grammar should also 
perform reliably based on its particular form (form-
performance relation).  As the grammar expands to produce 
new panels and configurations ways described above, a 
means of validating performance will be needed. Future 
work should include ways to quantitatively characterize the 
acoustic performance of large-scale panels by investigating 
the appropriateness of typical metrics such as diffusion and 
scattering coefficients for surfaces generate by shape 
grammars, as well as developing computer simulations that 
describe the diffuse reflections. A workflow between 
panel/array generation and acoustic simulation should lead 
to new form-performance rules that can be specified by 
current label and weight systems to continue broadening the 
possibilities of this computational design method.

 
Figure 12. Simple computations showing aggregation and rotation rules for one-dimensional QRD panels. 

 
Figure 13. Examples of other small arrays of one-dimensional panels using grid-configuration rules. 

 
Figure 14. Computations of 4x4 arrays using one and two-dimensional panels, and varying well-counts. 

 
Figure 15. Two possible designs for large QRD arrays in the same language. 
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Figure 16. Example of how embedding notion can be applied to 

generate designs of known panel types. 

7 CONCLUSION 
The shape grammar proposed here uses form-performance 
coupled shape-rule schemata to generate aggregations of 
known Schroeder diffuser shapes to demonstrate how old 
habits in diffuser deploying techniques can be broken. Most 
diffuser design is limited to considering single panels using 
known equations that give known forms. Individual 
Schroeder diffusers are designed parametrically based on the 
number of wells and the design frequency, that produce the 
characteristic stepped section. These variables, which define 
form-performance relations of Schroeder diffusers, are 
specified in the grammar according to a system of weights 
and labels to associate designs of diffusers with their shape 
representation in the grammar. Generating QRD arrays with 
this methodology is neither mechanical nor deterministic, 
and can produce new and visually surprising diffusion arrays 
that perform reliably according to the equation that generated 
the individual panels. 
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ABSTRACT 
A noble kinetic façade system, Oculi Kinetic Façade System 
(OKFS) was developed to balance solar heat gain, 
daylighting, and user satisfaction. The study focused on a 
dynamic control scheme that incorporates simulation data to 
determine optimal angles of the OKFS for given hours. This 
research considered daylighting and solar irradiance as the 
performance metrics. In order to reflect two metrics, we 
employed a min-max normalization method with a weighting 
factor in the proposed scheme. The weighting factor is 
determined by the performance of OKFS at the given time. 
The implementation of the control scheme is demonstrated 
via a case study, where simulation data was generated 
through the Grasshopper Diva 4.0. The result indicated that 
the optimal control of the rotational angle of OKFS can 
improve the daylight performance up to around 10%. It is 
expected that the findings from this study can contribute to 
developing a systematic optimization model of a kinetic 
façade system as well as an evaluation scheme for the 
performance of kinetic façade system.  

Author Keywords 
Kinetic façade; Daylight; Solar irradiance; Optimization; 
Normalization; Integration 

1 INTRODUCTION 

Building envelopes play an important role in controlling 
and/or admitting the various elements of external 
environments. Designing a well-daylit space requires a 
proper balance between daylight provision and control. A 
wise use of daylight is preferred by building occupants in 
working spaces as it is proven that it does not only increase 
the workers’ satisfaction and productivity [2] as well as 
improve occupants’ visual comfort, but also enhance 
occupant’s health and well-being [1] within the built 
environment. However, an excessive amount of natural light 
coming through the window can cause visual discomfort in 
the form of glare and rise of internal loads. Therefore, the 
goal of advanced shading technologies is to keep the balance 

between the advantages and disadvantages of sunlight 
penetration. 

In 1970s, William Zuk and Roger H. Clark [11] introduced 
the term Kinetic architecture. Data from several studies 
suggest that employing kinetic façade considerably reduces 
the need for external energy consumption by decreasing 
unwanted solar heat gain or loss and by increasing the use of 
natural lighting. Through the variability of the system, the 
façade will adapt itself to the best situation for the given 
environmental condition and thus increase its potential 
impact. Kinetic façade systems can help mitigate 
environmental problems, by decreasing the need for 
mechanical systems such as HVAC systems and artificial 
lighting while offering the occupants’ comfort. These kinetic 
systems are not intended to replace mechanical systems, but 
they could decrease the energy demands of a building 
significantly. However, few studies investigated the impact 
of kinetic façades on indoor day lighting and energy usage. 
Unlike the traditional shading device, the oculi kinetic façade 
system (OKFS) proposed in this research responds to the 
external solar position in order to reduce the energy usage 
and increase the user comfort at the same time. It can be 
distinguished from the traditional shading system in terms of 
dynamically finding optimal conditions considering the 
thermal performance and visual comfort. The responsive 
feature of OKFS makes it possible to find an optimal balance 
between solar irradiance and daylighting at a given time.  

While Useful Daylight Illuminance (UDI) and Daylight 
Autonomy (DA) are ranked as the most favorable indices to 
evaluate the indoor daylight condition on yearly basis, it is 
difficult to assess the daylight variation of the indoor space 
according to the dynamic motion of a kinetic façade system 
with the existing method. Therefore, a new method for 
daylight evaluation that can consider a time frame 
responding to the characteristics of a kinetic system is 
required. The hourly spatial daylight autonomy was adopted 
as an evaluation criterion in order to analyze dynamic 
daylighting performance [4]. Another daylighting study 
evaluated the hourly illuminance distribution of indoor space 
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according to the deformation of the hexagonal kinetic façade 
by using the LEED V4’s 300-3000lux daylighting 
requirement [7]. 

In addition, most kinetic façade systems share a common 
problem evaluating the thermal performance due to its 
complex or small-scale geometries. The complex geometry 
of a kinetic façade system has a limitation in applying to 
Energy Plus, a validated whole building energy simulation 
program. Most typical buildings or simple shading devices 
are recognized by Energy Plus, but a complex form of a 
kinetic façade system cannot be applied into Energy Plus. 
For a time efficient evaluation process, the complex kinetic 
façade was converted into a simple geometry having the 
same opening ratio [6]. Additionally, other analysis utilized 
an integrated calculation method that combines solar 
irradiance, hourly shading coefficient, and hourly 
transparency schedule for energy performance evaluation of 
perforated solar facades [3]. Following those works, it is 
necessary to employ a new method such as hourly daylight 
evaluation or thermal performance evaluation of a kinetic 
façade system using complex geometries in analyzing the 
performance of the kinetic system. This paper aims to 
provide an integrated methodology for OKFS in order to 
identify an optimal rotation angle considering daylight and 
solar irradiance. With this methodology, it is possible to 
evaluate and decide the optimum rotation angle of a kinetic 
façade system that provides maximum daylight availability 
in the indoor space while finding an appropriate level of solar 
irradiance. 
2 METHODOLOGY 

The proposed methodology is divided into three main phases 
and it is shown in Figure 1. In the first phase, we designed 
the Oculus Kinetic Unit which can rotate in a clockwise or 
counterclockwise direction to control the daylight. Then the 
group of Oculi Kinetic Units applied into the south-facing 
window of a simulation model.  

 
Figure 1. Framework of integrated optimal performance of OKFS 

In the second phase, two different simulations were carried 
out to evaluate the OKFS performance. The first is to 
investigate the daylight condition of different rotation angle 
of OKFS by calculating the percentage of the floor area 
satisfying the daylit criteria. Then, the average amount of 
solar irradiation for each of six from six different angle of 
OKFS is calculated. In the third phase, the collected data of 

daylit and solar irradiance is applied into the normalization 
method, where the weighting factor considering the 
performance of OKFS at each time is multiplied to the 
normalized value. Each normalized value multiplied by the 
weighting factor is unified into one integrated metric. The 
value of the integrated metric is used to determine an optimal 
rotation angle considering the daylight condition and the 
solar irradiance.  

2.1 Case Study  

Sidelit open-office space with the fully glazed window at 
south-facing façade located in Charlotte, NC is modeled to 
evaluate the optimal OKFS configuration. An office space is 
modeled using 3-D modeling software Rhinoceros [9] in 
which room geometry and orientation are assigned to the 
model. Once the 3-D model is built, it is imported into 
Grasshopper [5], a visual programming language for a 
parametric design, where the OKFS is applied into the south-
facing window and the radiance materials are assigned to all 
surfaces through the open-source plugin DIVA 4.0 [10]. The 
3-D model including a detailed schematic design of an office 
building is presented in Figure 1. The model properties are 
presented in Table 1 and Radiance simulation parameters are 
presented in Table 2. It is important to note that the model is 
analyzed without the presence of electric lighting and only 
considers daylight as the only source of lighting. 

Property Value 
Climate Charlotte, NC 

Oculus 
Kinetic Unit 

Height 14 cm 
Depth 5 cm 

Simulation 
Model 

Height 3m 
Width 4m 
Depth 6m 

Analysis 
Surface 

Illuminance 
(lux) 

Height 0.76 m above 
the floor 

Grid Spacing 0.5 m 

Solar 
Irradiance 

(w/m2) 

Height 
Coplanar 

with Window 
surface 

Grid Spacing 0.05 m 

Reflectance 

Interior Ceiling 0.8 
Interior Wall 0.5 
Interior Floor 0.2 

Oculus Kinetic Unit 0.7 

Table 1. Model properties 

 

aa = 0.1 ab = 4 ad = 1024 ar = 256 
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dr = 2 ds = 0.2 Ir = 6 Lw = 0.004 
dj = 0 sj = 0.15 st = 0.15  

Table 2. Model radiance parameters 

 

2.2 Oculi kinetic façade system (OKFS) 

In this study, a kinetic façade unit which has the form of an 
oculus is developed as a dynamic shading device (see Figure 
2). A key enhancement compared to other kinetic façades is 
that the OKFS is able to control the amount of incoming 
daylight to improve the indoor visual comfort and also 
reduce the energy consumption at the same time. Moreover, 
a clear area of the south-facing window for the external view 
can be maintained consistently while the OKFS is rotating. 
As can be seen in Figure 3, the total of six cases is created 
through a combination between the rotational motion of the 
oculus kinetic unit from 0 to 300 degree with an increment 
of 60 degrees in order to respond to a variability of sun 
position. 

 
Figure 2. Prototype of the oculus kinetic unit 

 
OKFS 

0° 
OKFS 

60° 
OKFS 
120° 

OKFS 
180° 

OKFS 
240° 

OKFS 
300° 

 

  

 

  

Table 3. Rotational motion of OKFS 
 

2.3 Daylighting simulation 

The aim of this phase is to analyze the daylighting 
performance of OKFS by changing the rotation angle at four 
days of the year; March 21st, June 21st, September 21st, and 
December 21st. These days were selected as they represent 
four extreme solar positions considering altitude and azimuth 
throughout the year. Annual daylight simulation using DIVA 
4.0 was carried out to get the hourly illuminance values for 
all sensors distributed throughout the indoor space. 96 
sensors are placed throughout a horizontal measurement grid 
with 0.5 m spacing 0.76 cm above the floor to measure the 
horizontal illuminance (see Table 3). The illuminance value 

of each sensor is sorted by the LEED criteria and the number 
of sensors satisfying the target illuminance range is 
calculated. In order to compare the number of satisfied 
sensors depending on the rotation angle, a total of seven 
simulations including no oculi (base case) condition are 
carried out. Then, the optimal rotation angle is decided as one 
of seven rotation cases providing the largest satisfied sensor 
number which has the same meaning with the maximized 
daylit area.  
 
In the daylighting simulation, LEED v4 is used as the 
performance criteria to evaluate the daylight performance of 
OKFS based on three illumination levels for the floor area: 
“daylit”, “partially daylit”, and “overlit” areas. The 
illuminance range between 300 and 3000 lux is defined as 
“daylit” which is an appropriate illuminance distribution in 
the office areas recommended by the ASHRAE and IES 
standards(ref). “overlit” indicates the illuminance range over 
3000 lux causing the glare, and the “partially daylit” achieves 
the illuminance levels below 300 lux which is required to 
have an artificial lighting for satisfying the office 
illuminance level. 
 

2.4 Solar Irradiance Simulation 

The level of influence of solar irradiance on thermal comfort 
and energy consumption can be controlled by the shading 
device. In this phase, the optimal rotation angle of OKFS is 
determined by comparing the results of solar irradiance 
calculated from different rotation angle. Unlike the daylight 
simulation, the optimal criteria of the solar irradiance is 
altered in response to the changing seasons. The maximized 
solar irradiance value during summer increases the indoor 
cooling load, whereas the maximized solar irradiance 
decreases the heating load during the winter time. For 
deciding an optimal rotation angle of OKFS, it is required to 
understand that the effect of solar irradiance to the thermal 
comfort is different depending on the season.  

Therefore, the rotational angle of OKFS providing the 
minimized solar irradiance is considered as the optimal 
condition during the summer season. In contrast, the 
rotational angle of OKFS accepting the maximized solar 
irradiance is defined as the optimal condition during the 
winter season.  

In order to produce the hourly solar irradiance data, this 
research utilized the Daysim within Diva 4.0. The simulation 
plane was placed on the coplanar with the south-facing 
window located behind the OKFS and the grid spacing was 
set to 10cm considering the oculus kinetic unit size. By this 
setting, a total of 1,200 sensors installed on the simulation 
plane to collect the hourly solar irradiance value. Similar to 
daylighting simulation, a total of seven simulations with 
different rotation angles are performed to compare each of 
the average solar irradiance value. 
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2.5 Integration 

The goal of this stage is to integrate the results of two 
simulations which have different units and scales. To achieve 
this, the min-max normalization method [8] is utilized to 
convert the original simulation data into the normalized 
value range from 0 to 1. By applying this method, two 
different simulation results can be comparable on the same 
scale. Figure 3 shows the whole procedure of integrating two 
different simulation results using the normalization method 
and the weighting factor. 
2.5.1 Normalization method  

The min-max normalization method [8] to scale the original 
data between the 0 and 1 can be described as follow. The 
original simulation values are converted by the following 
equation: 

𝑆𝑆𝑆𝑆	= (Si - Min S) / (Max S - Min S)                                       (1) 

𝑆𝑆𝑆𝑆	 represents the normalized value from the equation (1) and 
Si represents the original simulation value. Min S represents 
the minimum value of the original data, and Max S represents 
the maximum value of the original data. 

In the case of daylight simulation, for example, the meaning 
of the normalized value ‘1’ means that it has the maximized 
daylit area among the compared cases. In contrast, the 
normalized value ‘0’ indicates the lowest performance which 
has the least daylit area.  

In the case of the solar irradiance, the meaning of the 
normalized value is changed according to the season. In table 
3, the normalized solar irradiance value '0' means the best 
condition for June 21st, which provides the minimized solar 
irradiance. This is because the minimized solar irradiance 
can help reduce the cooling load. In order to make the 
minimized normalized value best, ‘-1’ is multiplied to the 
normalized solar irradiance value on June 21st. In other 
words, the maximized solar irradiance indicates the lowest 
performance. In Dec 21st, on the other hand, the normalized 
value '1' means the best condition which has the maximized 
solar irradiance and the normalized value '0' indicates the 
minimized solar irradiance. The table 4 below shows the 
criteria of the normalized value by the season.  

 Worst  Best 

June  
21st 

Solar Irradiance -1 ~ 0 

daylit 0 ~ 1 

Value Range -1 ~ 1 

Dec  
21st 

Solar Irradiance 0 ~ 1 

daylit 0 ~ 1 

Value Range 0 ~ 2 

Table 4. Seasonal normalization range 

 

2.5.2 Weighting factor  

If there is only small difference between the minimum and 
the maximum values of a simulation result at the given time, 
the small difference is enlarged in the normalization stage. 
Since the normalized value has a significant influence on the 
final integration result, we used the weighting factor to find 
an optimal condition considering the performance at that 
time. In particular, we used the following equation to find a 
suitable value of the weighting factor considering the 
simulation performance: 
 
α *(Max.D - Min.D) = β*(Max.SI - Min.SI),                     (2) 

where 
α = the weighting factor of Solar irradiance 
β = the weighting factor of Daylight 
 
In this equation, Max.D and Min.D represent the maximum 
and the minimum results of Daylight simulation. Similarly, 
Max.SI and Min.SI represent the maximum and the minimum 
values of Solar Irradiance simulation at the given time. The 
sum of α and β is 1. After applying the min-max value of 
each simulation at the given time, α and β can be obtained by 
the equation (2). Then the value of α and β, which make the 
equation (2) equal, become the weighting factor of the 
opposite simulation. We assumed that if a simulation result 
is more influenced by the OKFS, it has a large weighting 
factor than another. For example, if there is daylight 
simulation result has a large difference between the 
maximum and the minimum, a large value is assigned to the 
daylight weighting factor, i.e., β.    
3  RESULTS OF CASE STUDY 
 
3.1 Daylight performance  
 
The results of daylight simulation show the indoor daylight 
condition satisfying the daylit criteria with different rotation 
angles. Since there are many factors such as the curved units 
of OKFS and the material properties that affect the daylight 
results, it is difficult to find a consistent correlation between 
the optimal rotational angle and the time.  

 No__ 
OKFS 

OKFS
0° 

OKFS 
60° 

OKFS 
120° 

OKFS 
180° 

OKFS 
240° 

OKFS 
300° 

9 
A 
M 

       

PD 49.0 56.3 58.3 57.3 56.3 56.3 57.3 
D 51.0 43.8 41.7 42.7 43.8 43.8 42.7 

OL 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
12 
P 
M 

       

PD 34.4 40.6 39.6 42.7 38.5 40.6 38.5 
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D 52.1 59.4 60.4 57.3 61.5 58.3 60.4 
OL 13.5 0.0 0.0 0.0 0.0 1.0 1.0 

15 
P 
M 

       

PD 36.5 47.9 45.8 46.9 44.8 44.8 44.8 
D 62.5 52.1 54.2 53.1 55.2 55.2 55.2 

OL 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
PD: Partially Daylit / D: Daylit /OL: Overlit 

Table 5. Daylight simulation result at June 21st 

Let No_OKFS denotes the simulation without OKFS. At 12 
PM on June 21st, the daylight result shows that the OKFS 
increases the daylit area around 5 to 10% than the one 
without OKFS, but the daylit area (%) of 9AM and 15PM 
was decreased than the one without OKFS. This result is 
significantly affected by the overlit condition. There is no 
overlit condition which has over 3000 lux value at 9AM and 
15 PM. Under this condition, the illuminance value of the 
indoor space was reduced by the OKFS because the opaque 
external shading device blocks the incoming daylight.  

On the contrary, in case of 12 PM, there is 13.5 % overlit 
area causing glare. In order to improve occupants’ visual 
comfort, the overlit area needs to be reduced. By the OKFS, 
the overlit area was turned into the daylit condition, so the 
indoor daylight condition is improved. According to the 
rotation angle of OKFS, it shows slight difference of the 
daylit condition, and 180 degree provided the maximized 
daylit area at 12 o'clock. 

3.2 Solar irradiance performance 

Since there is a performance difference in blocking solar 
irradiance depending on the rotation angle, the result of the 
solar irradiance (Table 6) indicates that the solar irradiance 
is reduced about 20-40% by the OKFS. Also, the reduced 
amount of the solar irradiance changed by the season. In June 
21st, the OKFS reduces up to 40% of the solar irradiance 
compared to the one without OKFS. But, in Dec 21st, the 
OKFS reduces around 20% of the solar irradiance compared 
to the one without OKFS. The difference between the 
seasons can be explained by the relation between the form of 
the Oculus unit and the solar position. During the summer 
season, when the altitude of the sun is high, a large amount 
of solar radiation is blocked by the OKFS. However, the 
blocked solar irradiance by the OKFS decreases in winter.  

Table 6 displays also reports the irradiance value for 
different angles of OKFS. For example, at 12 PM on June 
21st, the optimal rotation angle is 180° which produced the 
minimum solar irradiance value (Table 7). This result is 
somewhat expected because when considering the solar 
position at noon, 180° is the most effective angle to block the 
solar radiation since the OKFS with angle 180° has a similar 
arrangement of a horizontal shading system. In winter, on the 

other hand, the optimal condition is the angle that can receive 
the maximum solar irradiance to reduce the heating load. 
From this point of view, at 12 PM on Dec 21st, the optimal 
rotation angle is 120° which can receive the most solar 
irradiance among those rotation angles tested.  

 
No_ 

OKFS 0° 60° 120° 180° 240° 300° 
March 21st (Min): 60°(9AM)/0°(12PM)/300°(15PM) 

9AM 169.25 117.96 100.78 112.81 125.01 104.83 111.87 

12PM 640.61 472.74 492.26 522.86 477.51 491.49 526.53 

15PM 569.98 411.41 459.30 415.20 412.78 444.60 390.40 
June 21st (Min): 300°(9AM)/180°(12PM)/0°(15PM) 

9AM 73.38 69.26 66.82 67.13 68.34 66.28 65.85 

12PM 237.64 137.29 137.88 146.74 132.98 147.08 150.38 

15PM 199.82 105.89 118.79 107.64 109.59 120.32 114.06 
Sept 21st (Min): 60°(9AM)/0°(12PM)/300°(15PM) 

9AM 286.86 192.92 147.15 177.57 211.96 157.38 172.53 

12PM 598.59 441.77 459.60 487.26 446.38 459.07 490.45 

15PM 424.22 306.09 336.26 307.19 308.41 327.32 291.24 
Dec 21st (Max): 180°(9AM)/120°(12PM)/240°(15PM) 

9AM 91.65 71.73 66.76 69.85 72.58 67.87 70.86 

12PM 288.67 231.40 232.31 237.09 233.21 232.84 236.73 

15PM 95.74 70.38 71.57 70.76 71.62 71.75 70.09 

Table 6. Solar irradiance simulation result of 4 days 

 

No_ 
OKFS 

OKFS 
0° 

OKFS 
60° 

OKFS 
120° 

OKFS 
180° 

OKFS 
240° 

OKFS 
300° 

Upper image: Front view / Lower image: Perspective view 
       

       

237.64 
w/m2 

137.29 
w/m2 

137.88 
w/m2 

146.74 
w/m2 

132.98 
w/m2 

147.08 
w/m2 

150.38 
w/m2 

 

Table 7. Solar irradiance result images at 12 PM on June 21st 

 

3.3 Integrated performance 

In this phase, two simulation results were unified to make a 
decision on the optimal rotation angle. Figure 3 shows how 
two different simulation values are unified into one 
integrated result. The simulation results of a rotation angle 
are normalized into the value range between 0 to 1. Then the 
normalized value multiplied with the weighting factor 
considering the simulation performance at the given time. 
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Therefore, a value of weighting factor is changed by the time. 
In the integration process, the weighted normalized value of 
each simulation is added to return one integrated result. This 
integration process is repeated by changing the rotation angle 
of OKFS.  

 
Figure 3. Integration process diagram 

 Daylit area  Solar irradiance 

OKFS  
0° 

Simulation  59.4(%) 137.29(w/m2) 

Normalization 0.5 -0.25 

Weighting  0.19 0.81 

Integration (0.5*0.19) + (-0.25*0.81) 

Result -0.11 
 Daylit area  Solar irradiance 

OKFS  
60° 

Simulation  60.4(%) 137.88(w/m2) 

Normalization 0.74 -0.28 

Weighting  0.19 0.81 

Integration (0.74*0.19) + (-0.28*0.81) 

Result -0.09 
 Daylit area  Solar irradiance 

OKFS  
120° 

Simulation  59.4(%) 146.74(w/m2) 

Normalization 0 -0.79 

Weighting  0.19 0.81 

Integration (0*0.19) + (-0.79*0.81) 

Result -0.64 
 Daylit area  Solar irradiance 

OKFS  
180° 

Simulation  61.5(%) 132.98(w/m2) 

Normalization 1.0 0 

Weighting  0.19 0.81 

Integration (1.0*0.19) + (0*0.81) 

Result 0.19 
 Daylit area  Solar irradiance 

OKFS 240° 

Simulation  58.3(%) 147.08(w/m2) 

Normalization 1.0 -0.81 

Weighting  0.19 0.81 

Integration (1.0*0.19) + (-0.81*0.81) 

Result -0.47 
 Daylit area  Solar irradiance 

OKFS 300° 

Simulation  60.4(%) 150.38(w/m2) 

Normalization 0.75 -1.0 

Weighting  0.19 0.81 

Integration (0.75*0.19) + (-1.0*0.81) 

Result -0.67 

Table 8. Integrated results of OKFS at June 21st 

At 12 PM on June 21st, the weighting factor of daylighting 
and solar irradiance have 0.19 and 0.81, respectively, and the 
weighting factor means that the rotational motion of OKFS 
at this time is determined based more on the solar irradiance 
performance than controlling daylight condition (Table 8).  

Since the corresponding simulation condition is summer, the 
normalized value of the solar irradiance is distributed 
between -1 and 0 according to the rule set in 2.5.1 
normalization method. By this criterion, 180° is considered 
as the most effective rotational angle at 12 PM on June 21st. 
On the other hand, daylight condition has a normalized value 
between 0 and 1 regardless of the season. Therefore 240° 
angle can be considered as the best condition at the given 
time.  
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Time Daylit (%) Solar Irradiance 
(w/m2) 

Integrated 
result 

9 
AM 

Mar 21st 120° 60° 60° 
June 21st 0°/180°/240° 300° 240° 
Sept 21st 300° 60° 60° 
Dec 21st 300° 180° 180° 

12 
PM 

Mar 21st 0° 0° 0° 
June 21st 240° 180° 180° 
Sept 21st 180° 0° 0° 
Dec 21st 0° 120° 120° 

15 
PM 

Mar 21st 180° 300° 300° 
June 21st 180° 0° 0° 
Sept 21st 0/180° 300° 300° 
Dec 21st 300° 240° 300° 

Table 9. Optimal rotational angle at the given time 

The last column of Table 9 shows the optimal integrated 
angles for 12 cases. Each integrated optimal result was 
created through the integration process.  Also, table 9 shows 
the optimal rotation angle of daylit and solar irradiance. 
There are two observations between the optimal angle of 
each simulation result and the integrated result. First, the 
integrated result does not provide a new angle as the optimal 
condition considering different two objectives, the integrated 
result has the same angle condition with one of two 
simulation results. 

For example, at 15 PM on June 21st, the optimal angle of 
daylit simulation is 180° and the solar irradiance optimal 
condition is 0°. The integrated result is 0° which is the same 
angle with the solar irradiance result, not the different 
rotation angle like 60° or 120° which is located between 0° 
and 180°. This is because the weighting factor for daylit has 
a significant effect on deciding the integrated result.  

Since there is no absolute standard for deciding the 
weighting factor, and the weighting factor can be decided by 
the user, if a user set a different value, a different rotation 
angle can be selected as the integrated result.  

Second, it is possible to infer that which performance is more 
influenced by the OKFS at the given time by comparing the 
angle information. For example, at 9 AM on March 21st, it 
can be considered that the OKFS is more effective in 
controlling the solar irradiance because the integrated result 
has same rotation angle with the optimal angle of solar 
irradiance. Similarly, at 9 AM on June 21st, we can consider 
that the OKFS shows a better performance for daylighting 
condition than controlling solar irradiance.  
4  DISCUSSION & CONCLUSION 

As a way to improve building energy performance, a kinetic 
façade system is attracting considerable interest. Therefore, 
a new method for evaluating the performance of a kinetic 
façade system is required to provide information to designers 
in the early design stage. This research has investigated the 
integration process using the normalization method in order 

to find an optimal rotational angle of oculi at the given time. 
In addition, the weighting factors were applied to the 
normalized values considering the simulation results. 
Through the integration method suggested in this study, we 
found that the rotational motion of OKFS has an important 
effect on the daylight and solar irradiance condition. The 
results of this study provide insight for designers to evaluate 
the performance of kinetic systems and establish criteria for 
kinetic design. In the case of using an optimized rotation 
angle in summer, the indoor daylit area was increased by 
about 15% compared with the area without OKFS condition. 
Furthermore, the overlit area causing the glare discomfort 
was significantly mitigated by the OKFS. At the same time, 
solar irradiance was reduced about 44% by the optimal 
rotation angle. In winter condition, the daylit area was 
increased up to 15% and the overlit area causing glare 
discomfort was reduced by 50% compared with the one 
without OKFS condition. As for the solar irradiance in winter, 
the rotation angle which offsets the solar irradiance to the 
minimum is considered as the optimal condition. With this 
criterion, the optimal rotation angle of OKFS overall reduces 
18% solar irradiation compared to the same space without 
OKFS.  

Based on these results, this research found that the solar 
irradiance performance of OKFS was closely related to the 
season. In the case of summer, dynamic OKFS with optimum 
rotational angles reduced 44% of solar transmission 
compared to the façade without OKFS. In addition, static 
OKFS blocked 36% of solar irradiance compared to the one 
without OKFS. These analysis results indicate that the 
rotational motion of OKFS makes a difference about 8% in 
summer compared to the static OKFS. On the other hand, 
there was a difference about 2% between dynamic OKFS and 
static OKFS in winter. As far as the daylight performance is 
concerned, this research found that about 10% of daylit area 
is changed by the rotational motion regardless of the season. 
In the future work, we will design different geometries of an 
oculus to understand how different oculus forms and the 
optimal rotation angle have an effect on solar response, and 
analyze the relationship between the oculus geometry and the 
oculus optimal angle.  
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designing, developing and producing custom 3D printed joints.  She is familiar with the latest 
digital fabrication technologies in the industry and is proficient at applying them to the needs 
of each project, analysing the complex relationship between design and making. Currently she is 
focusing on developing custom tool sets for performance driven design and robotic fabrication 
to explore adaptive integrated computational design workflows that are informed by fabrication.

Justin McCarty 
Justin McCarty attends the School of Architecture and Landscape Architecture at the University 
of British Columbia (UBC) in Vancouver, BC. He is studying in a three-year professional Master 
of Architecture program. Justin’s research interests stem from an undergraduate education in 
climate change solutions relating to renewable energy deployment, efficiency programs, and the 
design of the built environment as it relates to climate change. Justin conducts research within 
two labs at UBC, the elementslab led by Cynthia Girling and Ronald Kellett and The Energy, 
Technology, and Architecture (ETA) Lab, or η Lab led by Dr. Adam Rysanek. Within this dual-
environment Justin looks for ways to bridge the gap in scale between the urban (elementslab) 
and the building (η Lab). His research is currently concerned with the development of a project 
focused on creating a digital signature for buildings that could serve the purposes of researchers, 
policy makers, operators, and maintenance personnel.
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Heather “Brick” McMenomy 
Brick is a computational designer specializing in the use of robotic fabrication and emergent 
technologies to develop architectural forms. Beginning their career at the University of California, 
Berkeley, Brick received their Bachelor’s in Architecture, with minor concentrations in Sustainable 
Design and Urbanism of Developing Nations. They received the juror’s prize for their design work 
in 2010 and 2011, and was featured in Wurster Hall galleries for the majority of their attendance. 
Following their degree, Brick worked as a residential designer, specializing in mid-density housing 
developments in the San Francisco Bay Area. Following this, they pursued their Master’s Degree 
in Emergent Technologies and Design from the Architectural Association School of Architecture. 
There, their thesis work combined evolutionary algorithms and robotic fabrication to achieve 
democratic access to contemporary building technology. Brick is committed to the integration of 
computational design, accessibility, and sustainability.

Samim Mehdizadeh 
Samim Mehdizadeh is an architect and a research fellow at the Digital Design Unit (DDU) in 
Darmstadt. He graduated at the Technische Universität Darmstadt, Digital Design Unit in 2017. His 
research-in-design thesis explored the Roto-moulding technique for concrete components and 
the novel design potentials of the material system in architecture. In 2016 and 2017 Samim has 
been working with Achim Menges (ICD Stuttgart-Menges-Scheffler Architekten BDA) on the stage 
envelopment Project on Pier 17 building in Manhattan, New York. Prior experiences in practice 
include the engineering office o-s-d in Frankfurt and a collaboration with the artist Thomas 
Bayrle. Samim is currently seeking an application Methods of Material Systems in urban scale 
installations and architecture discipline in practice. Samim Mehdizadeh received the Heinz-
Stillger-Award for research in architectural design in 2017 and Award of best Project in poster 
presentation category at Rilem 1st international digital concrete conference for exploring roto-
moulding technique, light casting and dynamic formworks in an architectural context.

Julius Morschek 
Julius Morschek is a junior researcher at the Center for Energy at the Smart and Resilient 
Cities competence unit at the Austrian Institute of Technology (AIT) in Vienna.   His current 
research interests are optimization methods to enforce spatial resilience within the planning 
process, parametric modeling techniques and computer assisted urban design.  Julius studied 
architecture at the Bauhaus-University in Weimar between 2012 and 2018. In 2014 he spent six 
months at Eidgenössische Technische Hochschule Zürich (ETHZ) as a guest student. He worked 
in architecture offices in Munich, Berlin and Zurich. During his master studies, he focused on 
integrating flooding resilience methods into the planning process (master thesis: „The Spatial 
Resilience Toolbox Flooding - Development and operation of an integrated urban planning and 
simulation framework to enforce spatial resilience towards flooding hazards“). He finished his 
studies with a master’s degree in November 2018 and continued his research work at the Austrian 
Institute of Technology. 
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Emanuele Naboni 
Dr Emanuele Naboni is Associate Professor at the Institute of Architectural Design and Technology 
of the Royal Danish Academy in Copenhagen, School of Architecture (KADK). He teaches, researches 
and practices in the field of Sustainable Environmental Design at different scales: Urban, 
Buildings and Components with a focus on linking Ecosystems and Humans via Digital Design. 
Emanuele is invited Professor at ETH Future Cities Lab in Singapore, he was an invited Professor 
at EPFL Lausanne, UC Berkeley, Architectural Association. He was a doctoral and postdoctoral 
researcher at the Lawrence Berkeley National Laboratory (LBNL). Emanuele was a specialist at 
the “Performance Design Studio” of Skidmore, Owings and Merrill LLP in San Francisco for a 
number of years. He consulted foremost international architectural offices including BIG, William 
McDonough and Mario Cucinella Architects in the development of sustainable strategies. He 
is currently contracted with Taylor and Francis, for the book “Tools for Environmental Design”, 
expected to be distributed in 2020.

Elisabeth Riederer 
Elisabeth is an architect and researcher. She holds a M.Sc. degree from the Architectural Association 
school of Architecture, London in the Emergent Technologies and Design program and a B.Arts 
degree from the Applied University of Science in Munich. Her Master’s dissertation ‘Gradients’ (at 
AA EmTech), proposed a structure situated in a landfill which is transformed from on-site plastic 
reducing waste formation. It functions as a recycling hub to improve conditions and logistics while 
optimizing living conditions. Her interest lies within the domain of advanced technologies and 
computational design with a mission to make a positive impact on the future global challenges. 
She aims to create innovative design solutions focusing on influencing climate change scenarios. 
Seeking to design inhabitable organisms that are capable of developing functions and integrating 
the processes of the natural world her research engages in a coexistence of architecture and 
nature. Her research interests include material research, biomimetic, complex geometries and 
robotic design and fabrication. She was also a contributing in the pavilion collaborative student 
project MetaFold 2018, which was nominated by Rob|Arch. 2018.

Arian Saeedfar 
Arian Saeedfar is an architect and BIM specialist. He graduated with a Master of Science in 
Construction Management degree from the University of Houston in 2016 and a Bachelor of 
Architectural Engineering degree from Art University of Isfahan, Iran in 2014. He currently works 
as part of the Preconstruction team at Autodesk and helps in developing a unified BIM platform 
for the AEC industry. Arian has previously worked as a designer at Logical Process in Architectural 
Design (LP Office) in Isfahan, Iran. His research interests include interoperability of design 
and construction, modular design, off-site construction, project delivery systems, and digital 
fabrication. His work and research are geared toward developing a data-centric BIM platform for 
wonders, designers, contractors, and manufacturers. In his previous research as a student, Arian 
has focused on using digital tools and simulation on interactive construction site planning in 
order to improve and monitor safety and efficiency on the jobsite.
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Azadeh Omidfar Sawyer 
Azadeh Omidfar Sawyer is a PhD candidate in the Building Technology program and Rackham 
Predoctoral Fellow at the University of Michigan. She has a Master of Science in Architecture from 
the University of Michigan, Master of Design Studies from Harvard University Graduate School 
of Design, and the 2011 recipient of the Harvard Daniel L. Schodek Award for Technology and 
Sustainability. Her research focuses on building skin design, performance and evaluation through 
simulation and immersive virtual reality. She received a Bachelor of Architecture from California 
College of the Arts in San Francisco with distinction in 2008, where she received the Technology 
Book award. Azadeh has been a LEED accredited professional since 2008.
 

Davide Schaumann 
Dr. Schaumann is a Postdoctoral Associate in the Department of Computer Science at Rutgers 
University. He completed his PhD in the Faculty of Architecture and Town Planning at the Technion 
– Israel Institute of Technology, under the supervision of Professor Yehuda Kalay. He holds B.A. and 
MSc degrees in Architecture from the Politecnico di Milano, Italy, and has worked for emerging 
architectural firms in Italy, Spain, Canada, and Israel. Davide’s research lies at the intersection 
of Architectural Design, Computer Science, and Human Behavior Science with a mission to apply 
digital technologies for analyzing the dynamic interactions between people, the spaces they 
inhabit, and the activities they engage in. Specifically, he is interested in developing computer-
aided design tools to simulate and analyze human spatial behavior in complex settings. Such 
tools are aimed to help architects design settings that better support users’ needs. Additionally, 
Davide is also passionate about studying human behavior in IT-Enhanced environments, which 
dynamically respond to users’ presence and activities. Davide won several prices and was recently 
awarded the Murray Fellowship to support his Postdoctoral position.

Mathew Schwartz 
Mathew Schwartz has a BFA and a MSc. in Architecture with a focus on digital technology from the 
University of Michigan. He worked as a research scientist at the Advanced Institutes of Convergence 
Technology, Seoul National University, in South Korea, focusing on human factors.  From January 
2017 he has been an Assistant Professor at NJIT in the College of Architecture and Design.  His 
work, which bridges science and engineering with art and design, makes use of cutting-edge 
robotics, simulation, and motion capture technology to mimic human characteristics which he 
then incorporates into commercial applications, architecture, and models used in scientific 
research.  Overall his research focuses on automation in design and the built environment, from 
integrating autonomous vehicles in buildings to evaluating design based on human factors.

Yuchen Shi 
Master Degree Student, Department of Building Science, School of Architecture, Tsinghua 
University, Beijing, China.  Major in air infiltration in buildings and indoor air quality. Has published 
4 SCI theses, made 5 oral reports in international conferences and applied for 2 national patents.
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Chen Kian Wee 
Dr Chen Kian Wee’s research interests lie in the development and use of computational tools 
for design exploration in the early design stages. His PhD research with Future Cities Laboratory, 
Department of Architecture, ETH Zurich, focuses on creating an integrated design workflow for 
the evaluation/optimisation of energy-related design exploration. He joined Singapore MIT Alliance 
of Research and Technology (SMART) in 2015 as a Postdoctoral Associate looking at the use 
of optimisation algorithm in the urban design process. He is currently continuing his works at 
the Princeton University, Andlinger Center for Energy and the Environment as a Distinguished 
Postdoctoral Fellow.
 

Michael Weizmann 
Michael Weizmann is an architect with a keen interest in the field of computer-aided architectural 
design and manufacturing, and he is a PhD candidate at the Faculty of Architecture and Town 
Planning, Technion, Israel.  In his PhD research Michael is studying the fascinating properties of 
geometry that can combine complexity and simplicity in a single object. The research deals with 
the Topological Interlocking (TI) principle – a special case of masonry that enables assembling 
simple blocks into large structural elements without using mortar or any other joint types. Michael 
is developing new design and evaluation methods for new interlocking block types, focusing 
on the correlation between the geometry of the blocks and the structural performance of the 
whole assembly. Combined with structural data, the algorithms for parametric design of blocks 
developed within the research will help maximizing the performance of structural elements just by 
using the appropriate geometry. The potential outcome of the study is developing TI-based floor 
systems that will include all the structural benefits of masonry, such as strength and durability, 
but will benefit from enhanced assembling precision and the lack of mortar that is usually the 
weakest point of masonry.

Thomas Wortmann 
Dr. Thomas Wortmann is a lecturer (assistant professor) at Xi’an Jiaotong Liverpool University. 
His research and teaching interest is the integration of computation into architectural design 
processes, focussing on performance-informed design. He has published on parametric design, 
architectural design optimization, interactive visualization, and parametric shape grammar 
implementation. Thomas leads the development of Opossum, an award-winning, machine-
learning-related optimization tool freely available from food4rhino.com. Currently, he is preparing 
the release of multi-objective, as well as visual and interactive, versions of Opossum.  Thomas 
holds a PhD in Architecture and Sustainable Design from Singapore University of Technology 
and Design (SUTD), a Master of Science in Design and Computation from MIT, and a Master of 
Architecture from the University of Kassel, Germany. He has received SUTD’s Best Dissertation, 
Design Practice, and Graduate Student Teaching Excellence Awards.  Thomas is a registered 
architect and experienced computational designer, having used computer programming for his 
own projects, the pioneering digital architecture practice of NOX / Lars Spuybroek, and Web 
Structures, a multi-disciplinary engineering practice. In 2015, he led the Advanced Architecture 
Laboratory’s design team for the Future of Us pavilion, a forty-meter span gridshell with around 
10.000 individually-sized and -perforated cladding panels in Singapore’s Gardens by the Bay.
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Chengde Wu 
Chengde Wu is a lecturer at the University of North Carolina at Charlotte. Prior to joining UNC 
Charlotte, he taught at Texas A&M University for four years and Kaywon University of art and design 
in Korea for five years. He had also engaged in professional design at Beijing, China and Seoul, Korea 
for seven years, His design work is primarily focused on high-rise apartment complexes and office 
buildings.   He has received Ph.D. degree in architecture and master’s degree in computer science 
from Texas A&M University. His areas of interest are building simulation, advanced parametric 
modeling, Building Information Modeling, digital fabrication, machine learning, and virtual reality. 
His research work is primarily focused on employing digital technologies to facilitate architectural 
design process.

Shih-Hsin Wuu 
Shih-Hsin Wuu graduated from a five-year undergraduate programme in Cheng Kung University, 
Taiwan and further studied the master programme in Emergent Technologies and Design in AA 
School of Architecture. Shih-Hsin’s academic background offered her a rigorous, yet innovative 
mind, and in the meantime shaped her in-depth knowledge of architecture and constant pursuit 
of architectural novelty.  During the study in AA, she specialised in cutting edge computational 
design research ranging from biomimetic, data-oriented design, to design methodologies 
assisted via computational models. Consequently, Shih-Hsin become specialised to deal with 
design complexity through computational methodologies, whilst having developed a mind-set of 
employing new technologies with a focus on performance-oriented design.  Shih-Hsin currently 
is a computational bridge designer at Knight architects as a bridge designer and exerts on the 
integration of new technology to deal with structural and design complexity.

Andrea Zani 
Andrea Zani  is a Facade Project Engineer at Eckersley O’Callaghan in San Francisco where he 
works with architects and manufacturers throughout the entire design process to deliver high-
performance facade systems. Prior to EOC, he worked at Heintges and Arup as Building Science 
Specialist.  Andrea graduated in building engineering from Politecnico di Milano in 2013 where he 
taught as a teaching assistant in several bachelor and master courses about facade innovation.  
During his PhD at Politecnico di Milano and University of California Berkeley, he researched new 
composite materials and performance-based form-finding to optimize daylight and energy 
performance of solar shading system. In addition to his PhD research, Andrea had the opportunity 
to collaborate with LBNL Window Group and CBE Berkeley on several research papers.  In the 
lasts years, Andrea was able to develop a multidisciplinary approach to façade design combining 
his expertise in façade engineering, building physics, and sustainable design. Currently, he is an 
active member of IBPSA USA and San Francisco Computational Design User Group. 



326



CONFERENCE PROCEEDINGS
327

SimAUD 2019 Symposium on Simulation for 
Architecture & Urban Design

Organizing Committee

Siobhan Rockcastle [General Chair]
Dr. Siobhan Rockcastle is an Assistant Professor of Architecture at the University of Oregon, 
Director of the Baker Lighting Lab, and co-founder of OCULIGHT dynamics, a company offering 
specialized daylight design support to promote healthy indoor occupation.   She received her 
PhD in 2017 from the LIPID lab in the Doctoral Program in Architecture and Sciences of the City 
(EDAR) at the Swiss Federal Polytechnic in Lausanne, Switzerland (EPFL).  Siobhan earned her 
professional BArch from Cornell University in 2008 and her SMArchS degree in Building Technology 
from MIT in 2011.  Her past work experience includes positions at KVA matX, Snøhetta NY, MSR 
design, Epiphyte lab, and Gensler NY.  Siobhan is on the SimAUD Board, General Chair of SimAUD 
2019 and was a Scientific Chair for SimAUD 2018.

Tarek Rakha [Program Chair]
Dr. Tarek Rakha is an architect, building scientist and educator. He is an Assistant Professor of Architecture at Georgia 
Tech, and Faculty at the High Performance Building (HPB) Lab. His research aims to influence architecture, urban design 
and planning practices through three areas of expertise: sustainable urban mobility and outdoor thermal comfort; 
daylighting and energy efficiency in buildings, and building envelope diagnostics using drones. Prior to joining Tech, 
Dr. Rakha taught at Syracuse University (SU), Rhode Island School of Design (RISD) and MIT. He completed his Ph.D. 
in building technology at MIT, where he was part of the Sustainable Design Lab as a member of the developing team 
for umi, the urban modeling and simulation platform.  As an academic in the United States and a registered architect 
in Egypt, Dr. Rakha seeks to combine multifaceted research approaches to issues of sustainability in design. He leads 
efforts in the acquisition and implementation of scholarly collaborations with government, industry and academic 
partners. Dr. Rakha is on the SimAUD Board and served as the SimAUD 2018 General Chair.

Dimitris Papanikolaou [Scientific Chair]
Dr. Dimitris Papanikolaou is an Assistant Professor at the University of North Carolina at Charlotte 
(UNCC), jointly between the School of Architecture and the Department of Software Information 
Systems, and he is the director of the Urban Synergetics Lab (USL). His research integrates areas 
of big data, complex systems modeling and simulation, and interactive computing, for design and 
analysis of intelligent urban, building, and mobility systems. Prior UNCC, he worked at Microsoft 
Research and he taught at New York University (NYU). Dimitris, a licensed architect in Europe, 
holds a Doctor of Design (DDes) from Harvard University, an MSc from MIT Media Lab, a SMArchS in 
Design Computation from MIT School of Architecture and Planning, and a Diploma in Architectural 
Engineering from the National Technical University of Athens in Greece.
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Carlos Cerezo Davila [Scientific Chair]
Dr. Carlos Cerezo is a building science researcher and the Environmental Design Director for KPF 
New York. His work focuses on the development of workflows and tools to incorporate building 
performance simulation in design at all scales. His research before joining KPF, working as a 
Research Scientist with the Sustainable Design Lab at MIT, centers on the application of energy 
simulation and uncertainty analysis at an urban scale, in collaboration with municipalities such as 
Boston, Chicago, Lisbon, and Kuwait. As an instructor in the Building Technology program at MIT, 
Carlos has taught environmental modeling to architects and urban planners. Carlos is a licensed 
architect by the University of Seville (Spain, 2010), having practiced in Spain, Japan and the US, 
and he holds a Master from Harvard University (2013) and a PhD from MIT (2017).

Tea Žakula [Scientific Chair]
Dr. Tea Žakula is an Assistant Professor and the Head of the Laboratory for Energy Efficiency 
at the University of Zagreb, Croatia. She collaborates with numerous research institutions and 
industry on the topics of advanced building control, building participation in smart grids, energy 
modeling, and optimization. She holds a MS (2010) and PhD (2013) degrees obtained from the 
MIT (USA). During her postgraduate studies in the USA she was an intern at Harvard University, 
a lecturer at Northeastern University and a member of the Engineers without Borders. Currently 
she is a visiting researcher at the Lawrence Berkeley National Laboratory (USA). Furthermore, 
she is a reviewer for renowned international scientific journals and a member of the Technical 
Committee for Smart Grids, Technical Committee for Control Theory and Application and Technical 
Committee for Optimization of ASHRAE. She has also served as a special adviser to the minister in 
the Croatian Ministry of Environmental Protection and Energy. She has received numerous awards 
for her work, including the Best reviewers for IEEE TSG 2017 and Best reviewers for IEEE TSG 2018 
awarded by IEEE Power & Energy Society to the best reviewers of scientific papers and Croatian 
Women of Influence 2018 award that recognizes leadership, innovation and community impact.
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International Scientific Committee

Hasim Altan
University of Sharjah

Spyridon Ampanavos
Harvard GSD

Alpha Yacob Arsano
MIT

Gideon Aschwanden
University of Melbourne

Arianna Astolfi
Politecnico di Torino

Amber Bartosh
Syracuse University

Martin Bechtold
Harvard GSD

Geoff Boeing
Northeastern University

Johannes Braumann
SUTD

Michael Budig
Singapore-MIT Alliance for Research 
and Technology (SMART)

Bruno Bueno
Fraunhofer Institute

Kynthia Chamilothori
EPFL

Giorgia Chinazzo
EPFL

Joon-Ho Choi
USC

Joseph Choma
Clemson University

Sasha Cisar
ETH Zurich

Drury Crawley
Bentley

Jason Danforth
KPF

Daniel Davis
WeWork

Catherine De Wolf
EPFL

Max Doelling
Buro Happold Berlin

Timur Dogan
Cornell University

Bing Dong
University of Texas at San Antonio

Elif Erdine
Architectural Association

Tomohiro Fukuda
Osaka University

Jose Luis Garcia Del Castillo
Harvard GSD

Ana Garcia Puyol
IrisVR

Jeff Geisinger
RISD

David Gerber
USC & ARUP

Amirhosein Ghaffarianhoseini
AUT University

Betti Giovanni
HENN

Apoorv Goyal
HOK

Kenny Gruchalla
NREL

Mohammad Heidarinejad
IIT

Mary Katherine Heinrich
CITA Royal Danish Academy

Andrew Heumann
WeWork

Ryan Luke Johns
GREYSHED

Nathaniel Jones
Arup

Alexandros Kallegias
Architectural Association/Zaha Hadid

Alireza Karduni
UNCC

Azam Khan
Autodesk

Reinhard Koenig
Bauhaus-Universität Weimar

Odysseas Kontovourkis
University of Cyprus

Anica Landreneau
HOK

Anas Lila
Cardiff University

Thorsten Loemker
Zayed University

Daniel Macumber
NREL

Nathan Melenbrink
University of Stuttgart

Alejandra Menchaca-Brandan
Thornton Tomasetti

Clayton Miller
NUS

Shreshth Nagpal
MIT

Taro Narahara
NJIT

Emilie Nault
EPFL

Liam O’Brian
Carlton University



CONFERENCE PROCEEDINGS
330

SimAUD 2019 Symposium on Simulation for 
Architecture & Urban Design

Erik Olsen
Transsolar

Konstantinos-Alketas Oungrinis
TUC

Krista Palen
Transsolar

Luisa Pastore
EPFL

Giuseppe Peronato
EPFL

Stephen Ray
North Park University

Dagmar Reinhardt
The University of Sydney

Paul Ruyssevelt
UCL

Azadeh Sawyer
University of Michigan

Davide Schaumann
Rutgers University

Sven Schneider
Bauhaus-Universitaet Weimar

Stefano Shiavon
UC Berkeley

Rudi Stouffs
NUS

John Sullivan
BuroHappold Engineering

Martin Tamke
Royal Danish Academy of Fine Arts

Martin Tenpierik
TU Delft

Irmak Turan
MIT

Thanos Tzempelikos
Purdue University

Michael Wetter
LBNL

Jan Wienold
EPFL

Eric Wilson
NREL

Luc Wilson
KPF

Gabriel Wurzer
Vienna University of Technology

Arta Yazdanseta
Parsons School of Design

Andrrzej Zarzychi
NJIT

Wangda Zuo
University of Colorado Boulder

Georgia Tech Student Volunteers

Alya Hashim
Yun Joon Jung
Di Lu 
Tyler Pilet
Mayuri Rajput
High Performance Building PhD students
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